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Context: ATR in Cognitive Radar
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Can We Simply Train on New Data?
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Problem:  Catastrophic Forgetting

• Good performance on B, but worse 
performance on A!

• What if we train using both new AND old data?
– Long time to re-train networks
– Waste of power and computations
– Original training data may be unavailable
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Plasticity-Stability Dilemma

• Hebbian Plasticity and Stability
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Neurosynaptic plasticity is an essential feature 
of the brain yielding physical changes in the 
neural structure and allowing us to learn, 
remember, and adapt to dynamic environments

Hebb’s rule states that the repeated and persistent 
stimulation of the postsynaptic cell from the 
presynaptic cell leads to an increased synaptic efficacy

Hebbian plasticity alone is unstable and leads to runaway 
neural activity, thus requiring compensatory mechanisms 
to stabilize the learning process(Parisi, 2019)
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Complementary Learning Systems
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(Parisi, 2019)
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Approaches for Continual Learning

• Re-train the whole network with regularization
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Update the network weights, but penalize changes 
in order to minimize forgetting

• Learning without Forgetting (LwF)

• Elastic Weight Consolidation (EWC)

• Estimation of Importance of Individual Synapses

• AR1 Model – combination of regularization and 
architectural modifications 
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Learning without Forgetting

• Consider a predictor with shared parameters 
across tasks and some task specific 
parameters

• At the new task, update
– Shared parameters
– New parameters
– Old parameters
So that output of old task on new data doesn’t 
change too much.
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Learning without Forgetting (2)
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Elastic Weight Consolidation (EWC)

• When training on Task B, identify weights that 
were important to A and penalize updates to 
those weights
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Elastic Weight Consolidation (2)

Minimize
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Estimation of Importance of 
Individual Synapses

• Zenke, Poole, and Ganguli (2017):
– Individual synapses estimate their importance for

solving a learned task
– Penalizes changes to most relevant synapses so 

that new tasks can be learned with minimal 
forgetting
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Other Approaches

• Maltoni and Lomonaco (2018):
– Progressively reduce magnitude of weight changes 

from batch to batch + architectural modifications
• Fernando (2017):

– Genetic algorithm used to find the optimal path 
through a neural network of fixed size for 
replication and mutation.

– Discovers which parts of network can be reused
for learning new tasks while freezing task-relevant 
paths to avoid catastrophic forgetting
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Example:  MNIST Permutation

• Task 1:  Training data is MNIST data 
• Task 2:  Fix an image permutation P2

Training data is MNIST

14



Sevgi Z. Gurbuz (szgurbuz@ua.edu)

Comparison on Permutation-MNIST
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Progressive Neural Networks

• Each iteration
– Add neurons
– Add output layer
– Add lateral connections
– Don’t modify weights!
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(Rusu, 2016)
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Continuous Learning with Deep 
Generative Replay

• Shin, Lee, Kim, & Kim (2017)
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Sequential Training of Scholar Models
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Results on MNIST
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Results on MNIST (2)
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