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Abstract:
Many applications developed for wireless sensor networks (WSNs) demand for reliable communication service, since majority of these applications are event-critical applications. There has been a vast body of knowledge on reliable data transfer in wireless networks; however, many of those solutions are not applicable to WSNs due to the fact that they address the problem by offering per message transport reliability. However, densely deployed sensor nodes can generate many redundant messages that essentially indicate the same event from the area of interest, this message-level reliability usually poses significantly high and unnecessary communication costs.

In this paper, we address the problem of reliable data transferring by first defining event reliability and query reliability to match the unique characteristics of WSNs. Unlike other studies on transport protocols for WSN, we consider event delivery in conjunction with query delivery. For the purpose, we propose an energy-aware sensor classification algorithm to construct a network topology that is composed of sensors in providing desired level of event and query reliability. Using such an approach, reliability is granted in the sense that critical event reports are received by the sink and queries are received by a small subset of sensors that can monitor the entire sensing field. We analyze our approach by taking asymmetric traffic characteristics into account and incorporating a distributed congestion control mechanism. We evaluate the performance of the proposed approach through an ns-2 based simulation and show that significant savings on communication costs are attainable while achieving event and query reliability.
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1 INTRODUCTION

Wireless sensor networks (WSNs) are recently getting more powerful in sensing, collecting and disseminating information about the physical world. As they gain more capability on reporting important perceptions in a collaborative fashion, more and more applications will be developed for WSNs such as country border security, early fire detection etc., which are driven by the queries from the sink. Therefore, reliability of such mission critical applications or the success of these missions are dependent upon the reliability of “information” delivery with underlying wireless networks. To understand the problem of reliability in this context, we need to elaborate on the following question: “What is the information to be delivered reliably on WSN?”

Consider an example of WSN applications for border surveillance. Many sensor nodes are scattered through a restricted area near a national border to monitor illegal border-crossing activity. Intruders in the area are detected; sensors report them immediately via event messages. Also, a centralized authority (through sink node) may further query the sensors for an up-to-date reading of their measurements, or update them to change detection parameters. In this example, each event such as border-crossing, must be reported successfully, but not necessarily every message. Further, every message from the sink must be reliably delivered to the entire sensing field, again not necessarily every node to achieve reliable information delivery between sensors and the sink.

In WSNs, a reliable delivery mechanism must provide reliability by handling the least possible number of messages in order to achieve significant energy conservation and low delivery latency under congested network conditions. Thus, we carefully define event reliability and query reliability as follows.

Event reliability is defined to be achieved when every critical event report message is received by the sink node. This is the necessary and sufficient condition for sensor-to-sink direction reliability. Query reliability is defined to be achieved when every query of the sink is received by those sensors that cover the entire sensible terrain within the area of deployment, which is necessary and sufficient for sink-to-sensor direction reliability.

An effective technique to achieve such an event and query reliability requires an energy-aware classification of sensors through which a group of sensors, called essential nodes is selected to cover the entire sensible terrain. As a result of using a weighted-greedy algorithm, a classified topology is formed with those essential nodes that would communicate with the sink and participate in lost message recovery. Benefits of selecting such a group are twofold. First, end-to-end communications can take place between essential sensors and the sink which is well-fit to reliability requirements of WSNs. Thus end-to-end communication overhead can be reduced while achieving reliability. Second, having such a group allows easy incorporation of distributed congestion control mechanisms, which regulates the traffic flow by decreasing the number of active non-essential sensors if necessary. Built upon the classified topology, we propose an Asymmetric Reliable Transport (ART) mechanism that provides event and query reliability, dealing with only a subset of the large number of sensor nodes thus allowing a reduction in complexity in cases of loss message recovery. To adapt to the inherent characteristics of upstream (sensors-to-sink) and downstream (sink-to-sensors) traffic, we propose an asymmetric method, making use of ACK and NACK mechanisms.

There are a few transport layer mechanisms proposed for sensor networks [10, 12, 14, 18]. To the best of our knowledge, this work is the first attempt to make use of the classification approach to achieve event and query reliability. Considering reliability for upstream only [12, 14] or downstream only [10, 18] is not sufficient and it will restrict the potentials of a network protocol because reliable transmission service is fundamental to both sensor node and sink. Hence, two-way reliability feature should be available in a single transport mechanism.

The remainder of the paper is organized as follows. In Section 2, we present the network description and concept of reliability. We introduce a new classification algorithm in detail in Section 3. In Section 4, we present the design of reliability and congestion control schemes for event and query delivery. Performance evaluation is discussed in Section 5. In Section 6, existing transport solutions for WSNs are summarized, and Section 7 concludes the paper.

2 DEFINITIONS

2.1 Network Description

Let $S = \{s_1, s_2, s_3, \ldots, s_N\}$ be the finite set of sensors which are distributed randomly in a two-dimensional area $\mathcal{A}$. Each sensor $s_i$ has a unique id (such as MAC address). We assume that each node is equipped to gather its location information via any lightweight localization technique for wireless networks [5]. Therefore, all sensor nodes and the sink know their location coordinates $(x_i, y_i)$ and sensing range $r_i$. We assume that all nodes have similar processing and communication capabilities. Messages are sent in a multi-hop fashion.

The sensing region $R_i$ of a node $s_i$ is the area with its center at $(x_i, y_i)$ and radius of $r_i$. A subset of sensors, $\mathcal{C} \subseteq S$ is called a coverage set if the union of the sensing regions of the $s_i \in \mathcal{C}$ covers the entire field $\mathcal{A}$ such that $\mathcal{A} \subseteq \bigcup_{s_i \in \mathcal{C}} R_i$.

The sensors are classified into essential (E) nodes and non-essential (N) nodes (more details about the classification algorithm is described in Section 3). This classification process is proceeded by finding a coverage set, denoted by $\mathcal{C}$. Let us denote the cardinality of coverage set $\mathcal{C}$ as $\mathcal{N}$ that is, $\mathcal{N} = |\mathcal{C}|$. We consider a sensor node as an essential (E) node in $\mathcal{C}$ if $s_i \in \mathcal{C}$ and it is denoted as $s_i^{(E)}$.
otherwise, it is an non-essential (N) node, $s_i^{(N)}$. At any
time, a unique coverage set is selected using a weighted-
greedy algorithm explained in Section 3. The coverage set
is valid for a time interval called update interval, denoted by $T_{\Delta U}$. In other words coverage set is determined peri-
odicularly for every $T_{\Delta U}$.

Also, we assume that sensors are able to monitor their residual energy because many electronic devices are
equipped with energy monitoring functions. The energy
level of sensor $s_i$ at the beginning of $\gamma$th $T_{\Delta U}$, denoted by $e_i(\gamma \cdot T_{\Delta U})$, is calculated as:

$$e_i(\gamma \cdot T_{\Delta U}) = \frac{E_i(\gamma \cdot T_{\Delta U})}{E_i(0)},$$  

(1)

where $E_i(0)$ is the initial energy corresponding to a fully
charged battery [2], and $E_i(\gamma \cdot T_{\Delta U})$ is the residual energy of
densor $s_i$ at the beginning of $\gamma$th update interval. Hence, $e_i(\gamma \cdot T_{\Delta U}) = 1$ and $e_i(k \cdot T_{\Delta U}) = 0$ correspond to full and empty battery respectively.

In this context, a wireless sensor network is modeled as
a directed graph $G(S,E)$, where $S$ is the set of vertices ($|S| = N$), representing the sensor nodes, and $E$ is the
set of edges, representing the communications links. We
also consider the fact that links may be asymmetric due to
radio irregularity [23]. A communication link is symmetric
if there exists links from $v_i$ to $v_j$ and $v_j$ to $v_i$, which is
determined by using the neighbor discovery scheme given in
[23].

2.2 Energy Model

The energy model of sensors is a function of reception ener-
gy consumption per bit $\varepsilon_r$ and the transmission energy con-
sumption per bit $\varepsilon_t$ [8]. If node $s_i$ sends a data packet
of length $l$ bits, an amount of $l \cdot \varepsilon_t$ energy will be de-
ducted from sensors’ residual energy, $E_i$. Let $\Omega^{up}$ and
$\Omega^{down}$ be the energy consumed in upstream (sensors-to-
sink) and downstream (sink-to-sensors) directions, respec-
tively. Then

$$\Omega^{up} = l_u \cdot [N_t \cdot \varepsilon_t + c \cdot N_r \cdot (\varepsilon_r + \varepsilon_t)]$$

and

$$\Omega^{down} = l_d \cdot [N_r \cdot \varepsilon_r + (1 - c) \cdot N_t \cdot (\varepsilon_r + \varepsilon_t)],$$

where $N_t$, $N_r$ and $N_l$ are the numbers of transmitted, re-
cieved, and relayed packets during one update interval $T_{\Delta U}$
on node $s_i$, respectively; $l_u$ and $l_d$ are the average lengths
of upstream and downstream messages, respectively; and $c$ is the ratio of relayed upstream messages over all relayed
messages. Hence, residual energy of a sensor $s_i$ at the be-
inning of the $\gamma$th interval can be written as:

$$E_i(\gamma \cdot T_{\Delta U}) = E_i((\gamma - 1) \cdot T_{\Delta U}) - \Omega^{up} - \Omega^{down},$$  

(2)

where $E_i((\gamma - 1) \cdot T_{\Delta U})$ is the residual energy at the be-
inning of the previous update interval.

2.3 Reliability Definitions

WSNs distinguish themselves from other wireless networks
through traffic characteristics, e.g., asymmetric data traf-
ﬁc from sensors-to-sink and sink-to-sensors. Reliability of
such networks are categorized as event and query delivery
reliability, whereas the least possible number of messages
are transmitted in order to achieve energy conservation and
low delivery latency. Therefore, we need to clearly de-
ﬁne event and query reliability notions in WSNs for down-
stream and upstream data delivery.

Consider a group of sensors need to send a sequence of
messages to the sink node, $s_o$, regarding an event. End-
to-end reliable event transfer is achieved when the first
message indicating the event (sent by essential nodes) is
successfully received by the sink. Note that sensors may
send more than one message indicating the same event,
ev though the successful delivery of the ﬁrst message is
sufﬁcient to achieve the reliable delivery of desired event.
However, subsequent messages regarding the same event
does not affect event reliability.

Let $v_k$ be the ﬁrst message that reports event $k$ to the
sink. Then, the probability of successful transfer of an
event $k$ is given as follows:

$$Pr(success of v_k) = 1 - \prod_{s_i^{(E)} \in C'} Pr(\chi(s_i^{(E)}, s_o) = 0),$$  

(3)

where $C'$ is the set of essential nodes having sensed
the event $k$. $\chi(s_i^{(E)}, s_o) \in [0,1]$ is a link state indicator func-
tion; $\chi(s_i^{(E)}, s_o) = 1$ indicates a link between $s_i$ and $s_o$ is
up and enables communication, and $\chi(s_i^{(E)}, s_o) = 0$ indicates a
down link. Note that, $\chi(s_i^{(E)}, s_o)$ is computed using independ-
dent failure probabilities of all links between $s_i$ and $s_o$ and
it is a function of the physical medium and the underlying
link layer protocols in use.

Consider $K$ events occur in an update interval and they
have to be delivered reliably. Then the expected number of
successfully delivered events is $\sum^K K Pr\{success of v_k\}$. Based
on this expected number of successfully delivered
events, we deﬁne event reliability metric to be the ratio of
successful delivered messages such that:

$$R(v) = \frac{1}{K} \cdot \sum_{k=1}^{K} Pr\{success of v_k\},$$  

(4)

Similarly, sink node has a sequence of queries,
$q_1, \ldots, q_k, q_{k+1}, \ldots, q_{K'}$, which are sent to the sensor
nodes. Then the End-to-end reliable query transfer is
referred to as all queries are received by essential nodes
successfully. The probability of the successful transfer of
query $k$ as:

$$Pr(success of q_k) = 1 - \prod_{s_i^{(E)} \in C} Pr(\chi(s_{so}, s_i^{(E)}) = 0).$$  

(5)

Note that we use only essential nodes in calculating
$Pr(success of q_k)$ because sending query to essential nodes
is sufﬁcient to process the query in the entire ﬁeld. If there
is a number of $K'$ queries to be sent during $T_{\Delta U}$. Then
query reliability in an update interval, denoted by $R(q)$, is
defined as:
Given event and query reliability definitions, we propose the new transport protocol, ART, to achieve 100% query and event reliability. Next, we will explain the sensor classification algorithm and reliability mechanisms of ART, respectively.

3 ENERGY-AWARE SENSOR CLASSIFICATION

The reliability of ART is built upon the classification of sensors as essential (E) nodes and non-essential (N) nodes. We propose to select the E-nodes by using a periodic weighted greedy algorithm running on the sink based on residual energy of sensors. For each update, nodes having higher energy levels are selected as essential to achieve fair energy consumption among sensors.

In order to select the set of E-nodes, we maintain a coverage set, denoted by $C$, to which E-nodes belong. The challenges involved in this process are (i) how can the coverage set be chosen? (ii) how can the coverage set be updated in order to maintain event and query reliability? In addition, we need to discuss whether a sink-based approach is a practical solution.

3.1 Node Classification Algorithm

For the first challenge, an ideal solution would be to find the minimum number of sensors that cover the entire field. However, it is an NP-hard problem similar to the well-known set cover problem. The goal in set cover problem is to cover a set with the smallest possible number of subsets given a ground set of elements $[1, 13]$. Due to this reason, we use a greedy approach to find an approximating coverage set running in polynomial time.

For different purposes, previous studies focused on the problem of finding near-optimal coverage in WSNs $[3, 4, 20]$. In $[4]$, a greedy approach is proposed to find a connected set of sensors whose sensing regions cover an entire field. Therefore, a near-optimal coverage set is selected to form a connected network. However, our approach is different in two aspects. First, we do not need a connected set, since N-nodes can still be used to forward packets. Second, we choose the coverage set of sensors to maximize the benefit in terms of coverage, i.e., the largest uncovered sensing region is covered with the least sensors. As a result, our approach is to cover the entire field with minimum number of sensors having maximum residual energy.

Figure 1(a) shows an example sensor network where sensors are deployed randomly on a rectangular area $A$. E-nodes and N-nodes are illustrated in different formatted circular dots, i.e., E-nodes with dark circles in Figure 1(b). Sensing region boundary of an E-node is plotted with dashed-circles. The union of sensing regions covers the entire sensing field. Therefore, by selecting the E-nodes, we guarantee that (i) when an event occurs, it is detected by at least one E-node and (ii) when the sink sends a query to all E-nodes, the query affects the entire sensing field.

We propose a energy-aware greedy algorithm to find a near optimal coverage set, given in Algorithm 1. In each step, Algorithm 1 selects one node from the unselected sensors which covers the largest area with highest residual energy level. For this purpose, weight function is defined to represent the weight of a sensing region of a sensor based on its residual energy. For a given region, the weight based on the residual energy level of a sensor is:

$$w(i, R_i) = e_i \cdot ||R_i||,$$  (7)

where $e_i$ is the energy level given in (1) and $||R_i||$ is the area of sensing region $R_i$.

Then, we calculate the benefit of selecting each sensor using the weight function. To do this, we first find the size of the area that can be covered by sensor $s_i$ and has
Algorithm 1 Selecting Essential Nodes

Input: \( S = \{s_1, s_2, s_3, \ldots, s_N\} \) is the set of sensors which are distributed randomly on \( A \).
A sensor has \( s_i = (r_i, R_i, e_i, (x_i, y_i)) \) where \( r_i \) : the sensing range, 
\( R_i \) : the sensing region, 
\( e_i \) : residual energy level, 
\((x_i, y_i)\) : location coordinates.

Output: Coverage set, \( C \).

I. Initialize
\[
C := \emptyset \\
\text{Let } R_C \text{ be total sensing region of } C
\]

II. Repeat
Let \( S - C = \{s_1, s_2, \ldots, s_n\} \) be the candidates, \( \text{max}_i \text{benefit} := 0 \);
for each \( s_i \in S - C \)
\[
\text{Calculate the energy-benefit of } s_i \quad \text{benefit}(s_i) := \sum_{a_j \in (R_i \cap C)} w_i(a_j); 
\]
if (\( \text{benefit} \geq \text{max}_i \text{benefit} \))
\[
\text{max}_i \text{benefit} := \text{benefit}; \\
temp := s_i; 
\]
end if;
end for;
\[
C := C \cup temp; \\
\text{Until } A \subseteq R_C
\]

III. Finalize
Return \( C \);

Algorithm 1 attempts to cover the entire field by maximizing the total weight, which is also equal to the summation of the price of each unit area in the sensing field, i.e., \( \sum_{j=1}^{A} \text{price}(\tau_j) \). At the \( j \)-th iteration, the remaining uncovered area can be covered by a total weight of at most \( \frac{OPT}{\ln A} \), where \( OPT \) is the total weight of the optimal solution. Then we can write:
\[
\sum_{j=1}^{A} \text{price}(\tau_j) \leq \sum_{j=1}^{A} \frac{OPT}{\ln A} = OPT.H_A,
\]
where \( H_A \) is harmonic number. Therefore, Algorithm 1 finds an E-node set that covers the entire field at the cost of \( O((\ln A) \cdot \text{factor}) \) of the optimal solution.

Consider a network with a total number of \( N \) sensors with sensing ranges \( r \). When the sensors are placed such that overlapping sensing areas are minimum, size of sensing field will be at most \( \sqrt{27N}(r^2)/2 \) under the assumption of fully coverage [22]. Thus, the factor of the optimal total weight is obtained as \( O((\ln N)) \) for fixed sensing ranges. A loose bound of the running time of Algorithm 1 is polynomial with upper bound \( O(N^2) \).

Finally, in Figure 2, we give an example showing how Algorithm 1 finds the coverage set. Figure 2 (a) shows an intermediate step of the algorithm while Figure 2 (b) depicts the final status. In the first step, all nodes are candidates and the coverage set \( C \) is empty. Then, each run of Part II in Algorithm 1 chooses an unselected node that has the maximum benefit. Figure 2 (a) shows the sensing field after the fourth run of Part II. In this example, sensor \( s_9, s_6, s_2 \) and \( s_{10} \) are selected based on their benefits and added to set \( C \). In the next step, uncovered area is \( A/{\{R_9 \cup R_6 \cup R_2 \cup R_{10}\}} \). In Figure 2 (a), we show the covered area, \( R_C \), in dark. Then, sensor having the benefit will be selected in the next step until the entire sensing field is fully covered as shown in Figure 2(b).

3.2 Update Coverage Set

The second challenge is how to update the coverage set. E-nodes should be updated throughout the lifetime of the WSN for two reasons: (i) to handle the unexpected E-node failures, (ii) to acquire fairly distributed energy consumption among sensors.

In general, there are two methods to updating the coverage set. The first method is called global update where all E-nodes are re-selected independent from the current set. In particular, global update is the process of repeating classification algorithm with latest residual energy levels of sensors. By this way, sensors that have overlapping regions and was E-Nodes in the previous round might be an N-node in the next update because more energy has been consumed when they were E-node before. This is used to acquire fairly distributed energy consumption among sensors. However, such a global maintenance may incur high overhead if repeated in short periods and can not handle the unexpected E-node failures during an update interval.

The second method is on-demand local update which can handle E-node failures immediately. Local update is
In ART, we combine local and global such that, in case of an E-node failure new E-nodes are selected locally where global update will be performed for longer predetermined update intervals. Sink can monitor up-to-date energy reserves of sensors using an energy monitoring scheme [21]. Based on this remaining energy of sensors, a new essential set is formed by running Algorithm 1. After each global update, sink informs sensors of their type by using a control message. The effects of update interval on network lifetime and energy consumption is discussed in Section 5.

3.3 Discussion

Now we elaborate on the reasonings behind proposing a sink-based or a centralized algorithm for classification. The main reason behind the centralized approach is the residual energy information of a node on which node selection algorithms are based. For a centralized approach, global information about the state of a sensor network together with node coordinate information need to be disseminated within the network towards a single node (e.g., sink node). In [1], it is shown that collecting information from a sink node is more power-efficient manner compared to spreading this information to each and every other node within the network. In addition, choosing the sink node as the target of data propagation is reasonable if we considers that the sink node has ample energy and computing power compared to individual sensor nodes. Having the global view of the network at the sink node provisions algorithms for closer-to-optimal coverage set determination as well.

Finally, using a centralized scheme can relieve processing load from the sensors in the field and help in extending the overall network lifetime by reducing energy consumption at individual nodes. The proposed greedy algorithm runs on the sink with an approximation ratio of $\ln N$, providing very close-to-optimal coverage sets for most instances of the sensor deployments. Additionally, maintaining the node set selections (i.e., E-node updates) can be realized through low cost information diffusion methods.

4 ART OPERATIONS

ART is an asymmetric and reliable transport mechanism which provides end-to-end reliability in two directions based on energy-aware node classification and a congestion control mechanism. In this section, we describe the details of ART protocol operations, which includes three main functions:

1. Reliable query transfer
2. Reliable event transfer
3. Distributed congestion control

After classifying sensors as essential and non-essential sensors, end-to-end reliable communications are provided by using asymmetric acknowledgement (ACK) and negative acknowledgement (NACK) signaling between E-nodes and the sink node. Then, we propose a distributed energy-aware congestion control mechanism which relies on receiving ACK packets from the sink. When congestion is detected, ART simply regulates data traffic by temporarily squelching the traffic of N-nodes. Note that, when there is no congestion, both E-nodes and N-nodes participate in relaying messages to the sink. However, only E-nodes are responsible in providing end-to-end event and query reliability by recovering the lost messages.

4.1 Reliable Query Transfer

Reliable query (sink-to-sensors) transfer is provided using negative acknowledgements sent from E-Nodes to the sink.
Algorithm 2 Reliable Query Transfer

Input: Given a sensor network G; Sink has a set of queries $Q = \{q_1, \ldots, q_k, q_{k+1}, \ldots\}$. 
1. Sink: Send the in-sequence queries with sequence numbers 1, 2, ..., k.
2. E-Node: Receive the messages for $q_k$. Check the sequence number for loss detection.
3. E-Node: If a gap is detected in the sequence numbers, send an NACK to recover the lost message.
4. Sink: Retransmit $q_{k-1}$ if a NACK is received.
5. E-Node: When the queries are successfully received, check P/F bit. If P/F bit is set, send an ACK to the sink. (details in Section 4.3)

Sink: Retransmits the message with P/F bit is set until the ACK is received.

if there is a query loss. Since the queries sent by the sink are in order, sensors can detect the lost message by use of sequence numbers in the query messages. An NACK message is sent if a gap is detected, i.e., an out of sequence number, when sink sends a new query message to the E-Nodes. When an E-Node detects a gap in the sequence number of the new query, it sends an NACK back to the sink to recover the previous query. This procedure is described in Algorithm 2.

However, lost query messages can be detected when E-Nodes receive a new query message. This may result in two problems. First, loss of the last query message cannot be detected. Consider the last message $q_k$ with sequence number $k$ is lost. E-Node may not handle the lost message since there is no consecutive query. Second, the query transmission frequency might be very low such that lost queries cannot be recovered before timeout. To differentiate the final query message, we use an extra Poll/Final (P/F) bit which can be set by the sink node. P/F bit is set either when a message is the last query or the next query will not be sent before timeout. And the sink retransmits this message until an ACK is received because ACK mechanism is used in reliable event transfer (see details in Section 4.2). Therefore, E-Nodes which receive a query with P/F bit set send an ACK to the sink, indicating the query is received successfully.

An example query transmission scenario is illustrated in Figure 3. In Figure 3 (a), the P/F bit is not used. When the sink sends queries 1, 2 and 3 consecutively where query 3 is lost. After query 3, the sink decreases the query transmission frequency and sends $q_4$ after a time period $T_q$. In this case, $q_3$ is recovered when $q_4$ is received if loss recovery period (i.e., $T_q$) is very long, even though $q_3$ can be recovered, long recovery period may affect the performance. Instead, the same scenario is depicted when P/F bit is set in Figure 3 (b), where $q_3$ is recovered before the next query since an ACK is not received at the sink. This method is very helpful when the query traffic pattern is not uniformly distributed in which case, the interarrival time between queries are not constant. Then the use of P/F bit makes the transport protocol flexible and reliable.

4.2 Reliable Event Transfer

The NACK mechanism used in query transfer does not work for reliable event transfer because event information is sent by individual sensors and it is usually out of sequence. Hence, NACKs cannot handle the lost event messages by finding the gap in sequence numbers. However, using an ACK mechanism that requires acknowledgement for each message may result inefficient use of battery power, which is considered to be a very scarce resource in WSNs.

For event reliability, we propose a lightly-loaded ACK mechanism between the E-Nodes and the sink node given in Algorithm 3. Each E-Node waits for acknowledgement for only the first message that reports an event, i.e., event-alarm. When a new sensing value is obtained, an E-Node decides if it reports an event or not. If it is an event-alarm, it simply marks the message by setting the Event Notification (EN) bit. Therefore, the sink node sends ACK for the only messages which are marked as event-alarm. EN bit, is used to force the sink to send acknowledgement. Event-alarm rate depends on the distribution of events detected in the sensing field. Similar to downstream communications, only the E-Nodes are responsible for waiting the acknowledgement and may retransmit if necessary.

As an example, in Figure 4 an event transfer scenario is illustrated where $v_3$ and $v_6$ are event-alarm messages and their EN bits are set. In this example, the first event alarm message is received by the sink, and the ACK is transmitted. However, next alarm message $v_6$ is lost. Since the sender is responsible for loss detection and recovery, E-Node retransmits $v_6$ after retransmission timeouts shown

Algorithm 3 Reliable Event Transfer

Input: Given a sensor network G; An E-Node is sending an event-alarm $v_k^{EA}$ given timeout $T_{out}$.
1. E-Node: If $v_k = v_k^{EA}$, set the EN bit, send to the sink, then start timer and buffer $v_k^{EA}$ until an ACK is received.
Otherwise, send it to the sink, delete from the buffer.
2. Sink: Send an ACK if it receives a $v_k^{EA}$
3. E-Node: If the ACK is not received for $v_k^{EA}$ retransmit $v_k^{EA}$ and reset timer.
in Figure 4. Therefore, loss recovery is triggered only for event-alarm messages by the E-Node, which is very effective in energy saving as shown in Section 5.

4.3 Distributed Congestion Control

Given a WSN consisting of large number of nodes, congestion is an inevitable problem because a large number of sensors may transmit the sensed event at the same time. To detect and avoid congestion, several works has been proposed using different mechanisms in WSNs [7, 12, 17]. In [12], congestion is detected by monitoring the buffers of sensor nodes. When congestion is detected, sensors inform the sink node to decrease the reporting frequency of the network. A different method is that congestion detection is based on local channel monitoring and the congestion is propagated through hop-by-hop back-pressure messages upstream toward the source [17].

Unlike these existing solutions, in ART, congestion control is handled by the E-nodes in a distributed manner. It is based on monitoring the ACK packets of event reports. If an ACK is not received during a timeout period by the E-node, traffic of non-essential sensors is reduced by sending them congestion alarm messages, which will temporarily make them stop sending their measurements. When an ACK is received, congestion-safe message is announced to resume normal operation of the network.

It is possible that lost data packets may not indicate an accurate congestion for WSN because losses can be caused by link failures or congestion [15]. However, in ART we monitor only the event-alarm messages which report the sensed events. Congestion often occurs when events are reported by several sensors [17]. When an event is detected, many correlated event messages are sent to the sink, especially if the event is sensed in a large area and the network is dense, e.g., earthquake detection. Thus, monitoring the loss event-alarm messages is an efficient and simple way to detect congestion. Another advantage of this mechanism is its ease of use, since we already use a timer for retransmission of event-alarms. Thus, congestion timeout can be determined in accordance with retransmission timeout, which will be explained in Section 4.4. Each E-node decides and triggers the congestion control procedure without the centralized control of sink, based on receiving the ACK of an event-alarm.

In case of congestion timeout, E-nodes make their neighboring N-nodes temporarily passive via congestion alarm messages. Being passive for a sensor here means not sending sensing measurements to the sink. First, an E-node, which detects a congestion, will broadcast a congestion alarm (CA) message. After timeout period, if the congestion is still not relieved, an E-node will resend the CA by increasing the hop-count. This will continue until the congestion is relieved. From the N-nodes point of view, when they receive a CA message, they temporarily stop sending their sensing measurements and decrease the hop-count. The CA message is flooded until the hop-count is 0.

Note that N-nodes may receive multiple CA messages, \( CA = [CA^1, CA^2, ...] \), which are sent by an E-node sequentially until the congestion is relieved. Each \( CA^j \) includes hop-count denoted by \( hop\text{-}count(j) = j \). Because E-Nodes increase hop-count in every CA message, CA messages are flooded up to \( j \)-th neighbors of the E-node. When the ACK of an event is received, E-node sends congestion safe (CS) message similar the CA to resume the normal operation of the network. Congestion safe message is sent with the hop-count value of the latest CA message by the E-node. Therefore, the number of sensors sending their measurements is reduced, thus regulating the excessive traffic for congestion control.

4.4 Timeout and Retransmissions

In ART, we use an asymmetric protocol, e.g., NACK for sink-to-sensor and ACK for sensor-to-sink communication. While using NACKs, the sink only retransmits if it receives an ACK for a query message. Therefore, no timer is used. However, while transferring events from sensors to the sink, E-nodes wait ACKs for event-alarm messages. When an E-node sends an event alarm message, it triggers the timer and waits for timeout period to detect congestion or retransmit. Thus, timeout periods becomes particularly important and will be discussed in this section.

ART uses timeouts for both reliable end-to-end delivery and congestion control. We use congestion timeout (CTO) for congestion detection, which is dynamically determined based on round trip time (RTT) similar to adaptive retransmission timeout in TCP. Assume that all sensors have an initial RTT that is the duration between the time when a message is sent and the time when the ACK of the message is received at the sender. Then, RTT\((sample)\) is computed dynamically based on the latest RTT by using the time stamp field. Sensors assert the time information in their messages sent back via ACKs by the sink. Thus, E-nodes can determine the RTT\((sample)\) by comparing the time stamp received by ACK. Then, the estimated RTT is determined by exponential averaging as:

\[
RTT(t) = \alpha \times RTT(t - 1) + (1 - \alpha) \times RTT(sample) \\
CTO(t) = \eta \times RTT(t),
\]

where \( \alpha \in (0, 1) \) is weight ratio, and \( \eta > 1 \) indicates the coefficient of delay tolerance of the application.

Retransmission is done after each retransmission timeout (RTO) when necessary. However in ART, we let RTO equal to CTO used for congestion detection. CA messages
are sent when the timer expires. Clearly, it is not efficient to retransmit and send the CA message at the same time. Hence

\[ RTO(t) = CTO(t) + \xi, \]  

where \( \xi \) is the one-hop transmission delay. Event alarm messages are retransmitted after \( \xi \) of sending the CA message. Note that, different from other wireless and wired transport protocols, retransmission does not block the next data transmissions in WSNs. We continue sending next messages and retransmit the lost message if needed. The detailed time diagram of retransmission and congestion control in ART is shown in Figure 5 in which \( t \) is the time instant.

- \( t = t_0 \): Suppose an E-node detects an event at time \( t_0 \) and immediately reports it by setting the EN bit of the message. And CTO timer starts to count down.
- \( t = t_1 \): At time \( t_1 \), CTO timer expires. As shown in Figure 5, \( CTO \) is greater than the estimated RTT. When the timer expires, the first congestion alarm message is sent by the E-node. The N-nodes which receive the \( CA^{(1)} \) do not send their measurements until they receive a congestion safe message.
- \( t = t_1 + T_{\Delta t} \): According to Algorithm 2, E-node waits until \( t = t_1 + T_{\Delta t} \). Then, it retransmits the event-alarm. By retransmissions, the CTO timer is restarted.
- \( t = t_2 \): During \( t = t_1 + T_{\Delta t} \) to \( t = t_2 \), the E-node continues waiting for the ACK. At time \( t_2 \), since CTO timer expires, \( CA^{(2)} \) is sent by increasing the hop-count. Until receiving an ACK from the sink, retransmission and CA steps will be repeated consecutively similar as \( t = t_1 \) and \( t = t_1 + T_{\Delta t} \).

In ART, only the first message with an event information needs to be acknowledged and retransmitted if necessary. Since this message has a setting bit EN bit, the sink will send an ACK for this message. In other words, event information is guaranteed to reach the sink node, whereas not every message is guaranteed, which is to achieve the objective of event reliability. Therefore, the number of retransmissions is decreased which in turn will reduce the energy consumption.

### 5 PERFORMANCE EVALUATION

The proposed ART protocol is implemented in the ns-2 [9] network simulator. We conducted several simulations using different scenarios in a static sensor network. The performance of ART is evaluated regarding the effectiveness of classification algorithm, energy balance, network lifetime, and node density.

#### 5.1 Performance Metrics

We use the following metrics to characterize the performance:

- **E-Node ratio**: It is the ratio of the number of E-nodes to the number of sensors in a sensing field. We use E-Node ratio to represent the effectiveness of node classification, i.e., size of coverage set, resulting from our weighted-greedy algorithm in Section 3.
- **Residual energy**: It is the amount of energy remaining in a sensor, which is measured at the beginning of every update interval.
- **Network lifetime**: It represents the maximum time interval that a network can maintain its functionality. We consider a WSN as alive when every point in \( A \) is covered by at least one sensor.
- **End-to-end delay**: It is the time for a packet to arrive at transport entity of the receiver after transmitted by the transport entity of the sender.
- **Packet loss ratio**: It is the ratio of the number of packets lost to the number of packets generated.

#### 5.2 Simulation Setup and Parameters

Simulations are performed for randomly placed sensor nodes in a rectangular region. All sensor nodes have a sensing region of fixed range, \( r \), associated with them. A communication edge exists between two sensors nodes if they are within their transmission range. A sensing field of 300 x 300 m² is used in simulations. We vary the number of sensors which allows us to study the performance from very sparse to very dense networks. The number of sensors should be sufficient to cover the sensing field for given parameters. Note that only the density of sensors affects the performance of the node classification algorithm, thus there is no need to vary the size of the area.

In the basic scenario, 100 fixed sensor nodes having transmission range of 90 m and sensing ranges of 60 m are used. We use the energy model given in Section 2.2 where initial energy of sensors are 3 J.

Before we describe the performance results, we explain the application run on sensors and the sink. In the experiments, we use a mobile tracking application in which the movements of mobile nodes are reported to a sink. Mobility pattern of a mobile (phenomenon) node is generated using Gauss-Markov mobility model [16] at a maximum...
speed of 20 m/sec. An event is defined to detect the phenomenon node in the sensing area of a sensor.

We follow an event-driven data delivery model to transfer data from sensors to the sink. Sensors send data only if they detects an event. If an event is detected in the period of an update interval, a sensor reports the event to the sink by sending consecutive messages. We use the parameter event-reporting frequency to customize how frequently a sensor node sends event reports when phenomenon is in its sensing area. Note that, the first report is regarded as the event alarm message. On the other side, the sink uses a continuous data delivery model, by sending periodic queries to the sensors. Similarly, we use query-reporting frequency, as a simulation parameter to maintain traffic load in downstream direction. Queries sent by the sink do not affect the scenario or sensing period in the simulation. The coordinates of the sink is the center of the sensing field and same for all experiments. CSMA/CA is used as the MAC protocol and AODV is used as the routing protocol [11].

5.3 Simulation Results

We start by illustrating the effectiveness of the energy-aware node classification algorithm (Algorithm 1), i.e., the size of coverage set for various network densities. We then discuss the effect of update interval, which is an important question to find the value of update interval for a given sensor network. We then show the effect of update interval on residual energy and network lifetime. Further, performance gains of reliable event and query transfer service are shown over message-level reliable service. These gains demonstrate the unnecessary overhead that is generated when message-level reliability is concerned instead of event and query reliability which is guaranteed by persisted retransmissions for all experiments.

5.3.1 Performance of Node Classification Algorithm

Figure 6 plots the ratio of E-nodes for different network densities. Note that, given the fixed area of sensing field, the network density depends on the number of nodes. Among the three, the network with higher density (200 nodes) has the lowest ratio of E-nodes, thus showing that the greedy algorithm is able to find coverage sets regardless network density with a decreasing E-node ratio as the network density increases. Therefore, the weighted-greedy algorithm for node classification is even more effective in reducing the cost of reliability in dense networks. Further, results in Figure 6 indicate that the ratio of E-nodes does not vary in time. In every 10 seconds, our algorithm finds a new coverage set which is independent from the previous set. This implies that no matter what changes occurred in an update interval, E-nodes can always be selected.

The effect on energy balance of node classification algorithm is visually shown in Figure 7 which indicates the residual energy of sensors located randomly on the sensing field. The xy plane represents the sensing field and z coordinate is their residual energy. In Figure 7 (a), there are 100 nodes and the sink node is located at the center. A coverage set is selected at the beginning and updated periodically every 10 sec. Event-reporting frequency and query-reporting frequency are set to 0.5 sec and 5 sec., respectively. We repeated the same scenario with same parameters in 7 (b), except the coverage set is not updated.

Figure 7 (b) clearly illustrates that the sensor nodes around the sink (which is located at the center) consume much higher energy than the other nodes in the network, since they are used more frequently to relay the packets to the sink. The non-uniform residual energy distribution within the entire sensor network may lead to network partitioning and shorten the network lifetime. Severity of such non-uniform energy distribution is alleviated by updating the E-nodes as shown in Figure 7 (a). An advantage of Algorithm 1 is that it adopts benefit function while updating the coverage set. This reduces the variance in sensors residual energy. However, the sink has to send a message to sensors after updating E-nodes. We see that the maximum residual energy in Figure 7 (a) is about 8% greater than the maximum residual energy in (b). In order to observe the effects of update interval, average residual energy will be discussed next.

Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area of sensing field</td>
<td>300 x 300 m²</td>
</tr>
<tr>
<td>Number of sensor nodes</td>
<td>100</td>
</tr>
<tr>
<td>Radio range of a sensor node</td>
<td>90 m</td>
</tr>
<tr>
<td>Sensing range of a sensor node</td>
<td>60 m</td>
</tr>
<tr>
<td>Packet length</td>
<td>100 bytes</td>
</tr>
<tr>
<td>Interface Queue length</td>
<td>50</td>
</tr>
<tr>
<td>Transmit power</td>
<td>24 mW</td>
</tr>
<tr>
<td>Receive power</td>
<td>13 mW</td>
</tr>
<tr>
<td>Idle power</td>
<td>13 mW</td>
</tr>
</tbody>
</table>

Figure 6: The E-Node Ratio of Coverage Set vs. Network Density ($T_{ΔV} = 10$ sec).
5.3.2 Effect of Update Interval on Residual Energy and Lifetime

For performance evaluation of ART protocol, selecting a proper time interval is very important for a given network. A very large value may increase the communication cost, thus reducing residual energy. On the other hand, a very small update interval may cause high variance in sensors residual energy as E-nodes may drain out their battery much faster, thus partitioning the network. Thus, we study the effect of update interval on residual energy and network lifetime.

However, the optimal interval length should be the one that prolongs, if not maximize, network lifetime. In Figure 8 (a) and (b), we plot network lifetime against update interval for various dense networks. We observe that update interval changes the lifetime at most 3% as a result of energy consumption and residual energy distribution. For example, consider the network having 100 nodes. Lifetime curve has a peak point at interval length 30 for heavy loaded scenario in Figure 8 (a). Before and after 30, lifetime curve follows a non-decreasing and non-increasing trend, respectively. We observe the same trend in lightly loaded scenario of network with 100 nodes in Figure 8 (b). However, this time the peak value is 80 sec. This signifies that scenario with lightly-loaded traffic has longer update interval than the heavy traffic network.

In this experiment, we also present the performance of networks having different packet load. We generate different packet loads by varying the event-reporting ($f_e$) and query-reporting frequency ($f_q$) parameters. In Figure 8, two different packet loads are performed: (i) heavy: $f_e = 0.5$ and $f_q = 5$ and (ii) light: $f_e = 1$ and $f_q = 10$ sec.

5.3.3 Query and Event Reliability

The ideal reliable service for a WSN is achieved when the 100% query and event reliability is provided. Thus, retransmissions are needed only to recover the loss of event alarm messages and loss of query messages delivered to the E-nodes. We observe that for message-level reliable service, unnecessary overhead will be generated, which implies the ART protocol has gained performance improvement for ideal reliable service is not used. We refer message-level reliable service as MLR and compare the performance of our query and event reliability scheme which
is referred as ART to MLR for various network densities and packet loads. Initial roundtrip time \((RTT = 2 \text{ sec})\), coefficient of adaptive RTT \((\alpha = 0.125)\), coefficient of delay tolerance \((\eta = 0.8)\) and one-hop transmission delay \((\xi = 0.05 \text{ sec})\) are used as input parameters.

Figure 9 compares the performance of ART and MLR with respect to average end-to-end delay and packet loss ratio. We have simulated three types of traffic load scenarios: (i) heavy: \(f_e = 0.1\) and \(f_q = 2\) and (ii) moderate: \(f_e = 0.5\) and \(f_q = 5\) (iii) light: \(f_e = 1\) and \(f_q = 10\) sec. From Figure 9 (a), we find that the end-to-end delay is a function of increasing network density. Notice that under all traffic loads, end-to-end delay of ART is 40% lower than MLR on average. The reasons for reduced delay are twofold: the advantage gained by having classified E-Nodes dealing with retransmissions reduces the amount of data sent, and the advantage gained by using event-based reliability to avoid ACK implosion. Also, end-to-end delay in ART degrades gracefully with decrease in traffic load. even in heavy packet load, the delay in ART protocol remains below 5 sec. The packet loss ratio is shown in Figure 9 (b) where even at heavy load, ART yields less packet losses than MLR scheme.

5.3.4 Effect of Congestion Control Mechanism

The congestion control scheme of ART is designed to reduce the effect of congestion, e.g., high packet loss and long delay. The distributed congestion control scheme described in Section 4.3 does not guarantee to detect each and every congestion; however, it is very effective in regulating traffic load and maintaining ideal reliability without additional overhead. We used the same type of traffic load scenarios as in Figure 9 to observe the effect of congestion control. In Figure 10 (a), we observe that end-to-end delay is significantly reduced as the density of the network increases. Moreover, packet loss is reduced up to 50% by using the congestion control mechanism. The reason is that, only E-nodes sensing the phenomena, which avoids the neighboring N-nodes that sense the same event to send their reports if necessary. Note that, in ART, we do not include a scheduling scheme for N-nodes, i.e., N-nodes do not turn off their radio. Even in a congestion alarm, N-nodes participate in relaying the messages to the sink. However, they do not send new sensing measurements, thus the number of messages injected to the network is reduced significantly compared to ART without congestion control.
6 RELATED WORK

The reliable transport problem in wireless packet-data networks has been studied in several research works many of which are aimed to improve the performance of TCP over wireless links and ad hoc networks [19]. In [15], a new transport protocol, Ad hoc Transport Protocol, is proposed for operating conditions in ad hoc networks. However, it is designed for point-to-point data transport for mobile nodes, thus consisting procedures such as connection initiation and rate based transmission which cannot be used in WSNs due to energy constraint of sensors.

Existing transport layer protocols designed for upstream or downstream reliability in WSNs are either sink-to-sensor [10, 18] or sensor-to-sink reliable delivery [6, 12, 14]. Table 2 shows a detailed comparison of their characteristics.

**Pump Slowly, Fetch Quickly** (PSFQ) [18] is the first transport protocol proposed for downstream reliable data transmission from source to the sensor nodes. This protocol is based on a set of operations including hop-by-hop error recovery, in-network caching and sending repair request via NACKs (Fetch) that is faster than the source transmission rate (Pump). Also, a hop-by-hop error recovery mechanism is used for message loss recovery. Although PSFQ achieves in-sequence transmissions, with specific reference to a re-tasking application, it cannot handle single packet losses, and it also does not consider losses due to the congestion. **GARUDA** [10] is another important work focusing on reliable downstream data delivery based on a virtual infrastructure, that is, a set of local and designated loss recovery servers. This solution also supports multiple reliable semantics such as delivery to sensors in a sub-region of the field. Fast loss recovery is down by using a two-phase loss recovery strategy: the first one involves the core nodes recovering from all lost packets, and then the recovery of lost packets at the non-core nodes.

From the upstream perspective, **Event-to-Sink Reliable Transport** (ESRT) [12] is the first protocol which is motivated by the fact that the sink is only interested in reliable detection of event features from the collective information provided by sensor nodes. Although it considers the event information, rather than each individual data packet, it is designed for sensor-to-sink communications only. The event-to-sink reliability is determined by the number of received data packets. ESRT adjusts the reporting frequency of the source nodes to increase and decrease the reliability. Further, ESRT regulates the reporting rate of sensors in response to congestion detection in the network by using congestion notification bit and reducing event reporting frequency. **Reliable Multi-Segment Transport** (RMST) [14] is another transport layer protocol which is designed to run in conjunction with directed diffusion. It is a selective NACK-based protocol, which is used for transfer large amount of data from sensors to the sink. The receiver sensors are responsible for detecting whether a fragment needs retransmission, thus achieving reliable data transfer.

To the best of our knowledge, ART is the first bidirectional transport protocol for reliable event and query transmission in WSNs. The proposed protocol addresses the reliability requirements for both sensor-to-sink and sink-to-sensor data transfer. In addition, incorporating congestion control mechanism shows considerable performance improvement in terms of energy savings and balancing, which further improves network lifetime.

### Table 2: Comparison of Existing Transport Protocols

<table>
<thead>
<tr>
<th>Reliability</th>
<th>PSFQ</th>
<th>RMST</th>
<th>ESRT</th>
<th>GARUDA</th>
<th>ART</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Downstream</td>
<td>Upstream</td>
<td>Upstream</td>
<td>Downstream</td>
<td>Both</td>
</tr>
<tr>
<td></td>
<td>HopbyHop</td>
<td>HopbyHop</td>
<td>End2End</td>
<td>HopbyHop</td>
<td>End2End</td>
</tr>
<tr>
<td></td>
<td>NACK</td>
<td>NACK</td>
<td>-</td>
<td>NACK</td>
<td>ACK/NACK</td>
</tr>
<tr>
<td>Energy-aware</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>Loss Rec.</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Cong. control</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

7 CONCLUSION

In this paper, we introduced a new transport protocol addressing bidirectional end-to-end reliability in wireless sensor networks. First, we propose an energy-aware node classification algorithm, which is a weighted-greedy algorithm to select a set of sensors, called essential nodes. The algorithm takes into account the remaining battery power on the sensors so that sensors running low on battery has a smaller chance of being essential. This gives a significant flexibility for balancing the available energy in the network among all sensors, thus providing a longer network lifetime.

The reliable event and query transfer is accomplished between the sink and essential nodes, while incurring low overhead in terms of control messages and retransmissions. Second, for event transfer, a lightweight ACK mechanism is used while NACK solves the reliable query delivery. Third, we incorporated a distributed congestion control mechanism, in which congestion is relieved by regulating traffic from non-essential sensor nodes.

Simulation experiments have validated that, under the 100% reliable delivery between essential nodes and the sink, traffic load in the network is dramatically reduced by the integration of node classification and congestion control. Th proposed protocol performs significantly better than message-level reliability scheme in terms of latency and packet loss.
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