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Abstract

The emergence of public access wireless networks enables ubiquitous Internet services, whereas inducing more chal-

lenges of security due to open mediums. As one of the most widely used security mechanisms, authentication is to pro-

vide secure communications by preventing unauthorized usage and negotiating credentials for verification. Meanwhile,

it generates heavy overhead and delay to communications, further deteriorating overall system performance. Therefore,

it is very important to have an in-depth understanding of the relationship between the security and quality of service

(QoS) through the authentication in wireless networks. In this paper, we analyze the impact of authentication on the

security and QoS quantitatively. First, a system model based on challenge/response authentication mechanism is intro-

duced, which is wide applied in various mobile environments. Then, the concept of security levels is proposed to

describe the protection of communications with regard to the nature of security, i.e., information secrecy, data integrity,

and resource availability. Third, traffic and mobility patterns are taken into account for quantitative analysis of QoS.

Finally, we provide numerical results to demonstrate the impact of security levels, mobility and traffic patterns on over-

all system performance in terms of authentication cost, delay, and call dropping probability.
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1. Introduction

With the deployment of public access wireless
networks, the demand for ubiquitous Internet ser-

vices is dramatically increased, whereas inducing

more challenges of security due to open mediums

[1]. In order to provide secure services over wireless
ed.
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networks, security mechanisms such as authentica-

tion and encryption are deployed at the expense of

quality of service (QoS) because of the implementa-

tion overhead.

As one of the most widely used security mecha-
nisms, authentication is a process to identify a mo-

bile user (MU), authorize resources to the MU,

and negotiate secret credentials for protecting

communications [2]. In the authentication, an

MU will submit credentials like certificates and

challenge/response values [3–8], which will be ver-

ified with a security association (SA), a description

on keys and encryption algorithms. With the
authentication, network resources are protected

by only allowing legitimate users to obtain ser-

vices. The information secrecy and data integrity

are also guaranteed because session keys may be

generated during the authentication process for

data encryption and message authentication.

Thus, the network security in terms of protection

for network resources, information secrecy, and
data integrity is affected greatly by the authentica-

tion service.

In addition, an authentication service also has

significant effects on the QoS. When certificates

are used for authentication, it involves with the

application of public/private-key based authentica-

tion mechanism, in which more time and power

are consumed due to the computation complexity
of encryption and decryption of data [9]. Thus,

in order to achieve efficient authentication, chal-

lenge/response authentication mechanism based

on secret keys is widely used in wireless networks

[10–12]. However, the credentials of the MU are

encrypted and transmitted hop-by-hop for remote

verification among authentication servers in chal-

lenge/response authentication. This remote trans-
mission and encryption/decryption of credentials

increase the overhead of communications, thus

influence many QoS parameters such as authenti-

cation cost, delay, and call dropping probability

due to extended waiting time. Therefore, the trade-

off between security service and system perfor-

mance should be concerned in different scenarios,

because users have different preferences on security
and performance from time to time.

Furthermore, the impact of authentication on

QoS parameters is far more sophisticated for dif-
ferent mobility and traffic patterns, since the

authentication requests are generated when an

MU either requests resources, or crosses bound-

aries of subnets with on-going communications.

Thus, the authentication based on different mobil-
ity and traffic patterns may greatly impact QoS

parameters such as aggregated authentication cost

in a network, because the cost needs to be calcu-

lated by adding up the costs in all of the authenti-

cation requests.

In order to improve the security and efficiency

during the authentication, many authentication

schemes are proposed, focusing on the design of
lightweight and secure authentication protocols

[2,5–7,10–20]. However, none of these work pro-

vide quantitative analysis on security and system

performance, simultaneously, and nor do they

model the relationship between security levels and

system performance analytically, although some

of them evaluate the system performance for cer-

tain security policies through simulations [15,20].
Moreover, mobility and traffic patterns are not

considered, which are important features in wire-

less networks. Therefore, new authentication solu-

tions may not be fully adapted to mobile

environments with the concerns of security, mobil-

ity and traffic patterns.

In this paper, we analyze the effect of chal-

lenge/response authentication on security and sys-
tem performance quantitatively. First, we propose

a system model, which is highly consistent with

many wireless networks such as Mobile IP and

wireless local area network (WLAN). This consis-

tency guarantees that our analysis is applicable in

realistic mobile environments. Second, we classify

the security levels with regard to the nature of

security, i.e., information secrecy, data integrity,
and resource availability, and study the effects

of authentication on QoS at different security lev-

els. The QoS parameters that we investigate in

this paper include authentication cost, delay,

and call dropping probability, all of which are

considered in combination with mobility and traf-

fic patterns.

Our earlier work [21,22] presented a framework
of performance analysis, focusing on authentica-

tion delay and call dropping probabilities. In this

paper, we not only provide the analysis details
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on authentication delay and call dropping proba-

bilities, but also present analysis on authentication

cost in terms of signaling cost and cryptographic

load. Thus, by coupling the security and system

performance, this paper provides a foundation
for future design and analysis of the authentication

in wireless networks, which may further cultivate

the optimization of the authentication efficiency

in mobile wireless networks.

The rest of our paper is organized as follows.

We describe the authentication impact on security

and system performance in Section 2 based on

challenge/response authentication. In Section 3, a
system model and corresponding metrics are de-

fined for our analysis. We analyze these metrics

at different security levels with the concern of

mobility and traffic patterns in Section 4. Then,

numerical results of our analysis on authentication

cost, delay, and call dropping probabilities are pre-

sented in Section 5. Finally, we draw conclusions

in Section 6.
2. Effect of authentication on security and QoS

In this section, we introduce challenge/response

authentication and describe the effects of authenti-

cation on security and QoS with challenge/

response authentication mechanism.

2.1. Overview of challenge/response authentication

The authentication in wireless networks is de-

fined as a process in which an MU needs to send

out the secret credentials for verification and nego-

tiate credentials for communications.

In a challenge/response-based authentication, a
user is identified with a shared security association

(SA), which is a trust relationship with many

parameters such as keys and algorithms for secure

services [23], by an authentication server. During

the process, the server sends a challenge value, a

random number, to the user for encryption, and

verifies the returned value, called response value,

with decryption. In a foreign network, a visiting
MU sends an authentication request to an access

point (AP). The AP relays the request to a local

authentication server (LAS), which only takes
charge of authentication for visiting MUs from

foreign networks. If the LAS has no information

to verify the MU, it contacts the home authentica-

tion server (HAS) of the MU through an authenti-

cation architecture. An HAS is an authentication
server to identify the MUs who subscribe the ser-

vice in its network. And, an authentication archi-

tecture is composed of many authentication

servers that share SAs with the LAS and HAS. If

the request is an inter-domain authentication re-

quest, the HAS sends a registration request to

the MU�s home agent (HA), which maintains the

current location of the MU, to update the MU�s
location.

Throughout this paper, we assume that an MU is

roaming into a foreign network domain. Then, the

challenge/response authentication for an MU in

a foreign network domain can be categorized into

three types: intra-domain handoff authentication;

session authentication; and inter-domain handoff

authentication, with the signaling diagrams shown
in Fig. 1.

Intra-domain handoff authentication: When an

MU crosses the boundary of subnets in the foreign

network domain with an on-going service, an in-

tra-domain handoff authentication is initiated.

Since there is an on-going communication session

between the MU and an AP, one session SA exists

between the MU and the LAS in the visiting net-
work domain. Therefore, it is unnecessary to con-

tact the HAS of the MU for authentication. In the

case shown in Fig. 1A, the LAS, which receives the

authentication request from an MU, sends a chal-

lenge value to the MU. The MU encrypts the chal-

lenge value using shared SA with the LAS and

replies the response value to the LAS. After

decrypting the replied value and comparing it with
original challenge value, the LAS can authenticate

the MU when the decrypted value matches the

original challenge value.

Session authentication: When an MU starts a

communication session in a subnet of a foreign

network, a session authentication is initiated. Since

there is no on-going communication session be-

tween the MU and the AP, session SA does not ex-
ist between the MU and the LAS, and it is

necessary to contact the HAS of the MU for

authentication. In the case shown in Fig. 1B, when
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Fig. 1. Challenge/response authentication in public wireless access networks: (A) Intra-domain handoff authentication; (B) session

authentication and (C) inter-domain handoff authentication.
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the LAS receives the authentication request for-

warded from the AP, it sends a challenge value

to the MU. The MU encrypts the challenge value

with the SA shared with the HAS, and replies

the response value to the LAS. The LAS must for-

ward the challenge and response values to the

HAS of the MU for verification because the LAS

does not share an SA with the visiting MU, and
cannot decrypt the response value without the

SA. After authentication at the HAS, the secret

credentials such as keys to protect the communica-

tion are generated and sent to the LAS.

Inter-domain handoff authentication. When an

MU is crossing the boundaries of different foreign

network domains with an on-going service, an in-

ter-domain handoff authentication occurs. With-
out an existed SA between the MU and the LAS,

the signaling diagram shown in Fig. 1C is similar

with that in the case of session authentication,

except that the MU needs registration to its HA
via the HAS because we assume that the MU needs

registration when it is crossing the boundaries of

different network domains.

2.2. Effect of authentication on security

Security services are to provide information se-

crecy, data integrity, and resource availability for
users. Information secrecy means to prevent the

improper disclosure of information in the commu-

nication, while data integrity is to prevent impro-

per modification of data and resource availability

is considered to preventing improper denial of

services [23].

In order to provide security services in wireless

networks, challenge/response-based authentication
adopts several techniques to meet the require-

ments. First, the challenge/response authentication

enables the MU to share an SA with its HAS. The

SA is unique and secret to other users. Therefore,



W. Liang, W. Wang / Computer Networks xxx (2005) xxx–xxx 5

ARTICLE IN PRESS
the identification of the MU is unique, which can

prevent unauthorized MUs from accessing the net-

work resource. Thus, the resource availability for

authorized users can be guaranteed. Second, new

secret credentials such as session keys are gener-
ated and sent to communication partners during

authentication. The distributed secret credentials

are used to encrypt the data of communication

and provide message authentication code for data

integrity check. Therefore, the authentication

mechanism plays a key role to protect the informa-

tion secrecy and data integrity because new secret

credentials such as session keys are generated
and transferred during this period.

2.3. Effect of authentication on QoS metrics

Besides the effect on the security, authentication

also influences QoS metrics, such as authentication

delay, cost, call dropping probability and through-

put of communications due to authentication
overhead.

The authentication delay is defined as the time

from when the MU sends out an authentication re-

quest to when the MU receives the authentication

reply. During this authentication delay, no data

for on-going service can be transmitted, which

may interrupt the connection. Therefore, the call

dropping probability may be increased because
of the extended authentication delay.

The authentication cost is defined as the signal-

ing cost and processing load for cryptographic

techniques. In a challenge/response authentication,

the challenge/response values need to be transmit-

ted back to the HAS of the MU for verification

when the LAS has no SA shared with the roaming

MU. Then, the signaling messages are transmitted
between different LASs. The total number of sig-

naling messages from the LAS to the HAS of the

MU can be large if the authentication distance be-

tween them is long. Furthermore, the signaling

messages need to be encrypted and decrypted

hop-by-hop for protection due to lack of direct

trust relationship between the LAS and the HAS.

These multiple encryption and decryption increase
the processing load of the networks. Moreover, the

mobility and traffic patterns of MUs make the

authentication happen frequently in different sce-
narios because the authentication is initiated when

an MU starts a communication session or crosses

boundaries of subnets with an on-going service,

which may cause an imbalance distribution of

authentication cost.
Compared to the effects of authentication on

delay and cost, the throughput is affected by the

authentication throughout the whole communica-

tion service. The throughput is defined as the the

effective data transmitted per unit time. It can be

greatly decreased in authentication because of sev-

eral reasons. First, the authentication delay may

cause a pause for data transmission, which de-
creases the throughput. Second, the key size and

complex algorithms used in authentication affect

the processing time of authentication messages,

and the attachment of message authentication

code for data integrity check will affect the payload

of messages.

In summary, authentication in wireless net-

works has great effects on both security and QoS
such as authentication delay, cost, and through-

put. In order to improve the security and perfor-

mance of wireless networks, it is necessary to

analyze the authentication effects on both security

and QoS metrics by taking into account mobility

and traffic patterns. To analyze these effects in

combination with actual mobility and traffic pat-

terns, we propose a system model with assump-
tions and definitions of performance metrics in

the next section.
3. System model and metrics

In this section, we introduce a system model to

analyze the impact of challenge/response authenti-
cation in wireless networks. We consider the secu-

rity and system performance, in which the security

is defined with regard to security levels, and the

system performance are evaluated with authentica-

tion cost, delay and call dropping probabilities.
3.1. System model

We consider a generic system model for wireless

networks from two aspects. One is to describe the



Fig. 2. System model of authentication in wireless networks.
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authentication interaction between autonomous

wireless networks; the other is to illustrate the

authentication within a wireless network.

The system model to describe the authentica-

tion interaction between inter-connected wireless

networks is shown in Fig. 2. In this model, there

are a number of n autonomous wireless networks.
Each network domain has an LAS and an HAS,

which are central authentication servers in a net-

work domain. However, an LAS only takes charge

of authentication for visiting MUs, while an HAS

is only responsible for the authentication of the

MUs that subscribe services in current network

domain. The trust relationships between these

LASs and HASs are maintained through an
authentication architecture, which is an infrastruc-

ture composed of many proxy authentication serv-

ers and designed to securely deliver the

authentication messages between authentication

servers [18]. It is assumed that the LAS and HAS

are integrated together, and the authentication

architecture shares an SA with the LAS/HAS of

a network domain.
We further assume that a network domain is

composed of M subnets of equal size, and each

subnet is controlled by an access point (AP). Here,

an AP is a function unit that can transmit data for

MUs with established SAs, which are the secure

trust relationships introduced in Section 2.1. An

LAS controls the authentication in the network
domain with M subnets in it, and shares SAs with

M APs. The LAS also shares an SA with the

authentication architecture that is trusted by and

connected with the HAS of roaming users.

The generic system model in our paper is consis-
tent with many practical wireless networks such as

the authentication, authorization, and accounting

(AAA) architecture in Mobile IP networks and

wireless local area networks (WLAN) [18]. In or-

der to evaluate the performance of authentication,

we need to further describe specific conditions such

as authentication mechanism, mobility and traffic

patterns with which the impact of authentication
can be evaluated clearly.

Scenario: Assume that the challenge/response

authentication is implemented on the generic sys-

tem model with signaling diagrams shown in Fig.

1. In this paper, we focus on the scenario that an

MU is roaming into foreign network domains. Then,

the intra-domain handoff authentication, session

authentication, and inter-domain handoff authen-
tication in foreign networks are illustrated in Fig.

1A–C, respectively.

Mobility pattern: The mobility pattern of an

MU in our paper is represented by the residence

time of the MU in one subnet, denoted as Tr.

We assume that Tr is a random variable and the

probability density function (PDF) of Tr, denoted

as fT rðtÞ, is Gamma distribution with mean 1/lr
and variance V [24]. Then, the Laplace transform

of fT rðtÞ, Fr(s), is

F rðsÞ ¼
lrc

sþ lrc

� �c

; where c ¼ 1

V l2
r

: ð1Þ

Furthermore, if the number of subnets passed by

an MU is assumed to be uniformly distributed be-

tween [1,M], the PDF of the residence time in a

network domain, denoted as fTM ðtÞ, can be ex-

pressed with a Laplace transform FM(s) as follows

[25]:

F MðsÞ ¼
1

M
lrc

sþ lrc

� �c 1� lrc
sþlrc

� �cM

1� lrc
sþlrc

� �c : ð2Þ

Then, the mean value of residence time in this net-

work domain, denoted as TM , can be expressed as
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TM ¼ � oF MðsÞ
os

js¼0 ¼
M þ 1

2lr
: ð3Þ

Traffic pattern: In this paper, we use call arrival

rate and call duration time to indicate traffic pat-

terns. First, we assume that the call arrival rate

of an MU, which includes the incoming calls and

outgoing calls, is a Poisson process with average

rate ku, then the PDF of the call inter-arrival time,
denoted as fTAðtÞ, can be determined by

fTAðtÞ ¼ kue
�kut: ð4Þ

Moreover, we assume that a call duration time, de-

noted as TD, has an exponential distribution with

mean value 1/g. Then, the PDF of call duration

time, denoted as fTDðtÞ can be written as

fTDðtÞ ¼ ge�gt: ð5Þ
Based on these assumptions on the mobility and

traffic patterns of the MU, we evaluate the security

and QoS metrics during authentication.
Table 1

Security level classification
3.2. Performance metrics

We categorize the performance metrics into

security and QoS parameters. The security param-

eter is represented by security levels, at which

different levels of protection are provided. Mean-

while, we consider authentication cost, delay and
call dropping probability as the system perfor-

mance for evaluation.
Fig. 3. Intra-domain handoff and session authentication at

security level 1.

Security

level i

Security service

Integrity Secrecy Confidentiality Availability

protection

1 No No No No

2 No No Low Low

3 No No Medium Medium

4 Yes Yes High High
3.2.1. Security levels

There is much quantitative analysis of QoS in

networks [26,27], whereas less analysis of security

exists. This gap between the QoS and security

analysis demands quantization of security for the
engineering research. Therefore, the concept of

security level becomes widely used for security

evaluation [28–30]. The classification of security

levels in these papers is either based on the infor-

mation sensitivity, or based on the key length. In

the classification with the information sensitivity,

if a group of users are allowed to access more sen-

sitive data, and the data in this group is prohibited
to expose to other groups, then, the security level

of this group is the highest. In the classification

with respect to key length, if an encryption/decryp-
tion process uses a longer key than other pro-

cesses, this process is assigned a higher security

level. As we can see, however, all of them do not

consider the nature of security, i.e., data integrity,

secrecy, and availability. Therefore, we argue that
the nature of security should be involved to clas-

sify the security levels.

In our paper, the security level is to indicate the

level of protection provided by the authentication

for quantitative analysis of security. The classifica-

tion of security levels is shown in Table 1 accord-

ing to the security functions described in Section

2.2, i.e., protection for integrity, secrecy and re-
source availability. Because of different actions in

challenge/response authentication, the protection

of data integrity, secrecy, and availability are

varied at different security levels.

• Security level 1: Any MUs can send data

through an AP without authentication. The sig-

naling diagram at this security level is shown in
Fig 3. When an MU needs services at security

level 1, it sends out a resource request to the

AP. The AP checks the resources for this

request. In intra-domain and session authenti-

cation with signaling diagram shown in Fig. 3,

if the resource for this service is available, the
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resource approval is replied to the MU to

authorize the service. The signaling diagram

for inter-domain handoff authentication is very

similar to Fig. 1C. The difference is that when

the LAS receives the request, the LAS sends
registration messages to the HA and the HAS

of the MU through the authentication architec-

ture, instead of replying a challenge value to the

MU. After the registration, the service is autho-

rized to the MU. At security level 1, because no

cryptographic techniques are applied, the integ-

rity, secrecy, and resource availability cannot be

protected.
• Security level 2: Authentication is implemented

through a pre-defined list of Media access con-

trol (MAC) addresses and no keys are generated

for the subsequent communication. In this case,

when an MU needs resource in foreign net-

works, it sends a request to the local AP, which,

in turn, requests the MAC address of the MU

and relays the MAC address to the LAS or
HAS for verification, as shown in Fig. 4. If

the received MAC address matches one entry

in the list, the MU is authenticated. For intra-
(A)

(B)

Fig. 4. Signaling diagram at security level 2: (A) intra-domain

handoff and (B) session and inter-domain handoff

authentication.
domain handoff authentication, the LAS has

the session SA of the MU, thus, the MU can

be verified at the LAS. For intra-domain hand-

off authentication, the LAS has the session SA

of the MU, thus, the MU can be verified at
the LAS. For inter-domain and session authen-

tication, the MU needs to be authenticated at

the HAS because there is no SA between the

MU and the LAS. In particular, registration

needs to be implemented during inter-domain

authentication. At security level 2, there is no

protection available for data integrity and

secrecy because no keys and algorithms are dis-
tributed to the MU for the communication. But

the network resource is slightly protected by

identifying the MAC address although the

MAC address can be easily forged.

• Security level 3: Authentication is implemented

with credentials encrypted with a shared SA,

and no keys are generated for subsequent com-

munications. In this case, the SA between the
MU and its HAS is used for inter-domain hand-

off and session authentication with the signaling

diagram shown in Fig. 5. Compared to the sig-

naling process at security level 2, the signaling

process at security level 3 is almost the same.

The difference is that a pair of values, i.e., chal-

lenge/response values, are used to authenticate

the MU instead of the MAC address. The chal-
lenge value is a random value generated and

sent to the MU from the LAS. The MU

encrypts the challenge value with corresponding

SA. In the intra-domain handoff authentication,

the MU encrypts the challenge value with the

SA shared with the LAS during communication

session, and replies the result, a response value

to the LAS. The LAS can verify the challenge
value by decrypting the response value with

the same SA. However, in inter-domain handoff

and session authentication, there is no SA

between the MU and the LAS at this moment.

The MU must be authenticated by the HAS.

After decrypting and verifying the response

value at the HAS of the MU, the authentication

approval is sent back to the LAS for authori-
zing the resource to the MU. Specially, the

registration process is required during the inter-

domain authentication. At security level 3, the



(A)

(B)

Fig. 5. Signaling diagram at security levels 3 and 4: (A) intra-

domain handoff and (B) session and inter-domain handoff

authentication.
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network resources can be protected by only

allowing the access of legitimate users. How-

ever, since the data transmission is not pro-
tected with encryption after authentication,

the integrity and secrecy are not guaranteed.

Furthermore, the network resource may be

compromised due to the lack of data integrity

and secrecy.

• Security level 4: Authentication is implemented

with shared SA, and keys are generated for data

encryption and message integrity check. The
signaling diagram at this security level is shown

in Fig. 5, which is similar with that at security

level 3. The difference between these two secu-

rity levels is that keys are generated, encrypted,

and transmitted to the communication partners

such as the MU, home and foreign agents

involved in this session at security level 4. After

the keys are decrypted by the communication
entities, the keys will be used to encryption/

decryption and message authentication code to

protect the communication. Therefore, the
integrity of data can be guaranteed by message

integrity check techniques, and the secrecy is

protected with data encryption. The network

resource is also protected since the identification

cannot be compromised due to the protection of
data integrity and secrecy.

From Table 1 and description above, we can see

that the higher the security level, the better security

services the authentication provides. However,

higher security levels are achieved by applying

more complicated cryptographic techniques in

the authentication process. The extra operations
induce the overhead that affects the QoS metrics,

such as authentication cost, delay and call drop-

ping probability during authentication.

3.2.2. Average authentication cost

In this context, we define authentication cost as

the sum of signaling load and processing load for

cryptographic techniques during each authentica-
tion operation. And, the average authentication

cost, C(i), is defined as the sum of the authentica-

tion cost over a number of authentication requests

per unit time at security level i, which can be writ-

ten as

CðiÞ ¼
X3
b¼1

kb CðsÞ
b ðiÞ þ CðpÞ

b ðiÞ
h i

; ð6Þ

where b is the index of authentication type. b = 1

represents an intra-domain handoff authentica-

tion, b = 2 means a session authentication, and
b = 3 is an inter-domain handoff authentication.

We denote CðsÞ
b ðiÞ and CðpÞ

b ðiÞ as the signaling load

and processing load of cryptographic techniques,

respectively, for the authentication of type b at

security level i. The arrival rate of requests for

the authentication type b is defined as kb, which

is related with the mobility and traffic patterns of

MUs.

3.2.3. Average authentication delay

We define authentication delay as the time from

when an MU sends out an authentication request

to when the MU receives the authentication reply.

The average authentication delay, T(i), is defined as

the sum of an authentication delay over a number
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of authentication requests in a unit time at security

level i. Then, T(i) can be written as

T ðiÞ ¼
X3
b¼1

kbT bðiÞ; ð7Þ

where Tb(i) is the authentication delay per opera-

tion at security level i for authentication type b,
and kb is the arrival rate of authentication requests
with type b.

3.2.4. Average call dropping probability during

authentication

When an extended waiting time for authentica-

tion is induced and greater than a threshold time,

the connection will be broken [31,32]. On the other

hand, even though the authentication delay is
small and the MU is a valid user, an authentica-

tion failure may happen because of unknown ef-

fects on the credentials such as undetectable

packet loss or damage. The data loss or damage

may come from transmission error, packet drop

at queues, attack of intruders and software appli-

cation failure.

In order to consider the extended authentica-
tion delay and authentication failure in the defini-

tion of call dropping probability, the call dropping

probability is defined as the probability that the

service of an MU is dropped during one authenti-

cation operation because of either extended

authentication delay, or an authentication failure.

When an MU roams among subnets in a network

domain, the average call dropping probability, P(i),
is defined as the ratio of the sum of the call drop-

ping probability per authentication in a unit time

over the number of authentication requests sent

by the MU within unit time at security level i.

Let P(i) denote the average call dropping probabil-

ity at security level i, P(i) can be written as

P ðiÞ ¼
P3

b¼1kb½P bðiÞ þ Pe�P3

b¼1kb

and

P bðiÞ ¼ PT bðiÞðT bðiÞ > T thÞ; ð8Þ

where Tth is a threshold time, PT bðiÞðT bðiÞ > T thÞ is
the probability that an authentication delay is

greater than the threshold time Tth in authentica-
tion type b. Pe is the probability that one authen-

tication fails due to unknown damage on the

credentials of a valid MU and it is unrelated with

the security level i. Since the factors that affect Pe

include many unknown factors and there is no evi-
dence on the pattern of attacks currently, we will

use a mean value from experiments to represent

Pe in the numeric results of our paper [33].

In summary, in order to evaluate C(i), T(i) and

P(i) in (6)–(8), we need to analyze kb, C
ðsÞ
b ðiÞ;

CðpÞ
b ðiÞ, Tb(i), and Pb(i). Next, we derive these

parameters based on the system model shown in

Fig. 2, assumptions described in Section 3.1, and

the definitions of the performance metrics in

Section 3.2.
4. Performance analysis

In this section, we analyze the impact of authen-

tication on security and QoS in terms of authenti-

cation cost, delay and call dropping probability.

The analysis has two key aspects. First is to ob-

serve the relationship between the security levels

and the QoS. We evaluate the authentication cost,
delay, and call dropping probability per authenti-

cation at different security levels. Second is to ob-

tain the arrival rates of authentication requests.

After that, the average authentication cost, delay,

and call dropping probability defined in (6)–(8)

can be evaluated.
4.1. Performance analysis per authentication

At different security levels, the authentication

has different effects on the cost, delay and call

dropping probability.
4.1.1. Authentication cost per operation

The authentication cost, Cb(i) (b = 1,2,3 and

i = 1,2,3,4), is composed of CðsÞ
b ðiÞ and CðpÞ

b ðiÞ as
defined in (6), which depend on the authentication

type b and security level i. For convenient analysis,

we define a set of cost parameters in Table 2.

Then, the transmission costs, CðsÞ
b ðiÞ, can be de-

rived from the signaling diagrams in Figs. 3–5,

respectively, as follows:



Table 2

Authentication cost parameters

Symbol Description

cs Transmission cost on one hop

cp Encryption/decryption cost on one hop

cv Verification cost at an authentication server

cus A pair of encryption and decryption cost for a value

cg Key generation cost

cts Transmission cost for a session key to

other communication identities

crg Registration cost
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CðsÞ
b ðiÞ ¼ ab;i 	 cs 8b ¼ 1; 2; 3 and i ¼ 1; 2; 3; 4;

ð9Þ

where ab,i is an element of matrix A shown in (10),

b is the authentication type and represents the row

of matrix A, and i is the security level and indicates

the column of matrix A. ab,i shows the number of

hops by which the entire authentication process

passes for authentication type b at security level

i, and ab,i can be obtained from observing the

corresponding signaling figures.
For example, when b = 3 and i = 4 as shown in

Fig. 5B, an MU needs to request challenge value

from the LAS through an AP first. The distance

that the messages traverse is 4 in this step. Then,

the authentication messages need to reach the

HAS of the MU since no SA exists between the

MU and the LAS. The distance between the MU

and its HAS is assumed to be Nh hops. Since
b = 3 means inter-domain authentication, a regis-

tration process to the HA of this MU is needed,

which requires the messages to traverse 2 more

hops in a round-trip transmission. Thus, the total

number of hops that the authentication messages

traverse at round-trip transmission in the case of

b = 3 and i = 4, i.e., a3,4, is 4 + 2Nh + 2 =

2(Nh + 3). The other elements of matrix A can be
derived in the same way. Thus, we obtain matrix

A as

A¼

2 6 8 8

2 2ðNhþ1Þ 2ðNhþ2Þ 2ðNhþ2Þ

2ðNhþ1Þ 2ðNhþ2Þ 2ðNhþ3Þ 2ðNhþ3Þ

2
664

3
775;

ð10Þ
where b and i represent the row and column of A,

respectively. Nh is the number of the hops between

the MU and its HAS.

Similar to the analysis in (9), according to the

signaling diagrams in Figs. 3–5, CðpÞ
b ðiÞ can be

written as

CðpÞ
b ðiÞ ¼~bb;i 	~xp 8b ¼ 1; 2; 3 and i ¼ 1; 2; 3; 4:

ð11Þ
Here,~xp is a vector defined as

~xTp ¼ ½cp; cv; cus; cg; cts; crg�; ð12Þ

where all of the cost parameters are defined in

Table 2. And, ~bb;i are vectors determined by

~b1;1 ¼~b2;1 ¼ ½0; 0; 0; 0; 0; 0�;
~b1;2 ¼ ½2; 1; 0; 0; 0; 0�;
~b1;3 ¼~b1;4 ¼ ½4; 1; 1; 0; 0; 0�;
~b2;2 ¼ ½2ðNh � 1Þ; 1; 0; 0; 0; 0�;
~b2;3 ¼ ½2Nh; 1; 1; 0; 0; 0�;
~b2;4 ¼ ½2Nh; 1; 2; 1; 1; 0�;
~b3;1 ¼ ½0; 0; 0; 0; 0; 1�;
~b3;2 ¼ ½2Nh; 1; 0; 0; 0; 1�;
~b3;3 ¼ ½2ðNh þ 1Þ; 1; 1; 0; 0; 1�;
~b3;4 ¼ ½2ðNh þ 1Þ; 1; 2; 1; 1; 1�:

ð13Þ

The coefficients in front of the cost variables in
~xp, such as cp, cv, and cts, denote the number of the

costs we should consider during one authentica-
tion. For example, in the case of b = 3 and i = 4,

the authentication messages need to traverse

2(Nh + 3) hops as analyzed in (10). On this authen-

tication path, no encryption/decryption exists on

the hop between the MU and the AP before the ar-

rival of authentication approval. Thus, 4 hops

should be reduced from the total number of hops

that authentication messages pass by when we con-
sider the encryption/decryption cost on one hop,

i.e., cp. Thus, the coefficient for cp is 2(Nh + 3) �
4 = 2(Nh + 1). In this authentication process, the

challenge/response values are verified once at the

HAS. Thus, the coefficient for cv is 1. In this case,

two pairs of encryption and decryption costs are

needed between the MU and its HAS. One pair



12 W. Liang, W. Wang / Computer Networks xxx (2005) xxx–xxx

ARTICLE IN PRESS
is for encrypting and decrypting the challenge/re-

sponse values; the other is for encrypting and

decrypting the session key. Thus, the coefficient

for cus is 2. In addition, since one time registration

is needed at the HA in this case, the coefficient for
crg is 1. Because the HAS of the MU needs to gen-

erate a key for the MU, the coefficient for cg is 1.

Finally, a corresponding key needs to be transmit-

ted to the MU�s communication partners by the

HAS. Thus, the coefficient of cts is 1.

Similar to the case of b = 3 and i = 4, the coef-

ficients of time parameters in other cases can be

determined according to the corresponding time
diagram in Figs. 3–5.

4.1.2. Delay per authentication

To derive the delay for different types of

authentications in different security levels, we use

the same signaling diagram shown in Fig. 1. We

also define a set of time parameters shown in Table

3 for convenient description.
Then, Tb(i) can be expressed as

T bðiÞ ¼~db;i 	~xt 8b ¼ 1; 2; 3 and i ¼ 1; 2; 3; 4:

ð14Þ
Here,~xt is a vector defined as

~xTt ¼ ½T pr þ T tr; T ed ; T a; T sq; T v; T us; T g; T ts; T rg�;
ð15Þ
Table 3

Authentication time parameters

Symbol Description

Tpr Message propagation time on one hop

Ttr Message transmission time on one hop

Ted Message encryption/decryption time on one hop

Ta Authentication request service and waiting time

at the AP

Tsq Authentication request service and waiting time

at the proxy authentication server

Tv Authentication request service and waiting time

at the HAS

Tus A pair of encryption and decryption time

for a value

Tg Key generation time at the HAS

Tts Transmission time for the session key to the other

communication identities such as HA

Trg Registration request service and waiting time

at the HA
where all the time components are defined in Table

3. And, ~db;i are the vectors defined as follows:

~d1;1 ¼ ½2;0;1;0;0;0;0;0;0�;
~d1;2 ¼ ½6;2;3;0;1;0;0;0;0�;
~d1;3 ¼~d1;4 ¼ ½8;4;4;0;2;1;0;0;0�;
~d2;1 ¼ ½2;0;1;0;0;0;0;0;0�;
~d2;2 ¼ ½2ðNhþ1Þ;2ðNh�1Þ;3;2ðNh�2Þ;1;0;0;0;0�;
~d2;3 ¼ ½2ðNhþ2Þ;2Nh;4;2ðNh�2Þ;1;1;0;0;0�;
~d2;4 ¼ ½2ðNhþ2Þ;2Nh;4;2ðNh�2Þ;1;2;1;1;0�;
~d3;1 ¼ ½2ðNhþ1Þ;0;2;2ðNh�1Þ;0;0;0;0;1�;
~d3;2 ¼ ½2ðNhþ2Þ;2Nh;3;2ðNh�2Þ;2;0;0;0;1�;
~d3;3 ¼ ½2ðNhþ3Þ;2ðNhþ1Þ;4;2ðNh�2Þ;2;1;0;0;1�;
~d3;4 ¼ ½2ðNhþ3Þ;2ðNhþ1Þ;4;2ðNh�2Þ;2;2;1;1;1�:

ð16Þ

The coefficients in front of the time variables in
~xt denote the number of time variables for each

authentication. For example, in the case of b = 3

and i = 4 as shown in Fig. 5, the message for an

MU to request challenge value from an LAS must
traverse through an AP on two hops first. Then,

the response value needs to be transmitted to the

HAS via Nh hops since there is no shared SA

between the MU and the LAS in the case of

inter-domain handoff authentication. At this

moment, a registration process is needed. Thus, a

distance of one hop between the HAS and the

HA needs to be passed by the message. Therefore,
the number of hops that the round-trip signaling

messages traverse in the authentication process is

2(Nh + 3). The coefficient in front of Tpr + Ttr is

2(Nh + 3). On this path for authentication, there

is no encryption and decryption of messages on

the hop between the MU and the AP before

authentication. Since the authentication message

traverses this hop four times, the number of hops
that we should consider the encryption/decryption

during the authentication process is 2(Nh + 3) �
4 = 2(Nh + 1). Thus, the coefficient in front of Ted

is 2(Nh + 1).

Similarly, since the authentication process in

the case of b = 3 and i = 4 needs to pass the AP

four times, the coefficient of Ta, i.e., authentication
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request service and waiting time, is 4. Because the

authentication messages cross the intermediate

authentication servers 2(Nh � 2) times, the coeffi-

cient of Tsq, i.e., authentication request service

and waiting time at a proxy authentication server,
is 2(Nh � 2). The authentication message also tra-

verses the HAS twice when registration is needed.

Thus, the coefficient of Tv, i.e., authentication

request service and waiting time at the HAS, is 2.

Since the authentication in this case also needs

one time registration at the HA, the coefficient

for Trg, i.e., registration request service and wait-

ing time at an HAS, is 1. Because a key is gener-
ated at the HAS for the communication of the

MU, the coefficient of Tg, i.e., key generation time

at the HAS, is 1. The HAS also needs to transmit a

corresponding key to the MU�s communication

partners, thus the coefficient of Tts, i.e., transmis-

sion time for the session key to the other commu-

nication identities such as HA, is 1. In addition,

two pairs of encryption and decryption time are
needed between the MU and its HAS. One pair

is for encrypting and decrypting the challenge/

response values; the other is for encrypting and

decrypting the session key. Thus, the coefficient

of Tus, i.e., a pair of encryption and decryption

time for a value, is 2.

For the other cases of authentication processes,

they follow the same analysis and can be obtained
from Figs. 3–5.

4.1.3. Call dropping probability

In Section 3.2.4, we consider a call is dropped

during authentication if the waiting time for

authentication is greater than a threshold value

Tth, or an authentication failure happens. As de-

fined in (8), we use a mean value from an experi-
ment for the probability that authentication

failure happens, i.e., Pe, due to the unknown distri-

bution model of Pe. Therefore, in order to evaluate

Pb(i) (b = 1,2,3 and i = 1,2,3,4), the PDF of the

authentication delay shown in (14) needs to be

evaluated.

In (14), we only consider the time variables, Tsq,

Ta, Tv, and Trg, as the random variables because
the variance of the other time variables are small.

Ted and Tus are mainly related with the ability of

computer and the message length, Ttr is deter-
mined by the message length and the link speed,

Tpr is a function of the distance between two

points, and Tg is directly connected with the com-

puter ability. In reality, the computer ability, mes-

sage length, link speed, and distance between two
points are all fixed. Therefore, we do not consider

Ted, Ttr, Tpr, Tus, and Tg random variables in this

paper. However, Ta, Tsq, Tv, and Trg are all related

with the traffic load, queue length and service time,

which are varied from time to time and have big

variance.

Thus, to find Pb(i) becomes to find the PDFs of

the different combinations of Tsq, Ta, Tv, and Trg in
Tb(i). For simplification, we consider that: (1) M/

M/1 queues are applied at APs, authentication

servers, and HAs; (2) The PDFs of Tsq, Ta, Tv,

and Trg are independent identical distribution

(iid). Then, the PDF of Tsq, Ta, Tv, and Trg, i.e.,

w(t), can be shown as [34]:

wðtÞ ¼ ðls � ksÞe�ðls�ksÞt; ð17Þ
where ls and ks are the service and arrival rates of

authentication requests, respectively. Further-

more, the PDFs of the different combinations of
Tsq, Ta, Tv, and Trg in Tb(i), i.e., fb,i(t), can be ex-

pressed in (18), as the components of a matrix f(t)

f ðtÞ¼

ne�nt nðntÞ3e�nt

Cð4Þ
nðntÞ5e�nt

Cð6Þ
nðntÞ5e�nt

Cð6Þ

ne�nt nðntÞ2Nh�1e�nt

Cð2NhÞ
nðntÞ2Nh e�nt

Cð2Nhþ1Þ
nðntÞ2Nh e�nt

Cð2Nhþ1Þ

nðntÞ2Nh e�nt

Cð2Nhþ1Þ
nðntÞ2Nhþ1e�nt

Cð2Nhþ2Þ
nðntÞ2Nhþ2e�nt

Cð2Nhþ3Þ
nðntÞ2Nhþ2e�nt

Cð2Nhþ3Þ

2
66664

3
77775:

ð18Þ

In (18), the row represents the index of authen-

tication type b, and the column is the index of

security level i. CðxÞ¼D
R1
0
sx�1e�sds, and n =

ls � ks. Thus, fb,i(t) can be obtained from the com-

bination of Tsq, Ta, Tv, and Trg in Tb(i). For exam-

ple, in the case of b = 3 and i = 4, according to

(14)–(16), T3(4) can be written as

T 3ð4Þ ¼ 2ðNh þ 3ÞðT pr þ T trÞ þ 2ðNh þ 1ÞT ed

þ 4T a þ 2ðNh � 2ÞT sq þ 2T v þ 2T us þ T g

þ T ts þ T rg: ð19Þ

Recall that the PDFs of Tsq, Ta, Tv, and Trg are as-

sumed to be iid with the same definition as shown
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in (17), and the other time variables, i.e., Tpr, Ttr,

Ted, Tus, Tg, Tts, are assumed to be constants.

Then, f3(4) can be written as n(nt)2Nh+2e�nt/

C(2Nh + 3). Furthermore, with these PDFs fb(i),

Pb(i) can be obtained in different cases.
To summarize, we have obtained authentication

cost, delay, and call dropping probability for one

authentication operation. However, in order to

obtain the average authentication cost, delay,

and call dropping probability defined in (6)–(8),

we need to evaluate the arrival rates of different

types of authentication requests, that is, kb

(b = 1,2,3).
4.2. Arrival rates of authentication requests

In this paper, the authentication requests are

categorized into three types: intra-domain handoff

authentication, session authentication, and inter-

domain handoff authentication. Thus, we analyze

the arrival rates of different types of authentication
requests, i.e., kb (b = 1,2,3), based on the mobility

and traffic patterns of the MUs.
(B)(A)

(D)(C)

Fig. 6. Time diagrams of events: (A) Y1; (B) Y2; (C) Y3 and (D)

Y4.
4.2.1. Arrival rate of intra-domain handoff

authentication, k1
The intra-domain handoff authentication re-

quests happen whenever an MU crosses the

boundaries of subnets inside a network domain
with an on-going service. In order to calculate

the arrival rate of intra-domain handoff authenti-

cation requests, we define four events, in which

calls will happen

• Y1 is the event that an MU starts a connection

before entering the network domain, enters the

network domain with the on-going connection
and this connection ends before the MU moves

out of the network domain.

• Y2 is the event that an MU starts a connection

within current network domain and this con-

nection ends before the MU moves out of the

network domain.

• Y3 is the event that an MU starts a connection

within current network domain and this con-
nection ends after the MU moves out of the net-

work domain.
• Y4 is the event that an MU starts a connection

before entering the network domain, enters the

network domain with the on-going connection,

and the connection ends after moving out of the

network domain.

Then, the arrival rate of intra-domain handoff

authentication requests, k1, can be written as

k1 ¼
X4
j¼1

kuP rjðdNaje � 1Þ; ð20Þ

where ku is the call arrival rate defined in (4), Prj is

the probability that event Yj happens, Naj is the

average number of subnets passed by an MU in

current network domain in event Yj (j = 1,2,3,4).

dNaje � 1 represents the average number of intra-
domain handoff authentication in event Yj. Since

the intra-domain handoff authentication only hap-

pens when an MU crosses the boundaries of sub-

nets inside a network domain with an on-going

service, the average number of intra-domain hand-

off authentication is equal to the average number

of subnets passed by an MU minus one.

The time diagrams of these events, Yj (j =
1,2,3,4), are shown in Fig. 6, where t0c is the call
beginning time, t1c is the call ending time, t0n is the
time when an MU enters the network domain we

are investigating, t1n is the time when an MU leaves

the network domain we are investigating, and t0mr is
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the beginning time of the residual time of the res-

idence time in a network domain. Therefore, the

probabilities of these events, Prj, (j = 1,2,3,4),

can be derived as follows.

According to the time diagram in Fig. 6A, and
denote Dt ¼ t0n � t0c , we have

P r1 ¼
Z 1

0

P r½Iðt0c þ Dt; t0cÞ ¼ 1� 	 P rðTD > DtÞdðDtÞ

	 P rðTDr 6 TMÞ; ð21Þ

where Iðt0c þ Dt; t0cÞ is the number of calls that ar-
rive in the time interval ½t0c ; t0c þ DtÞ. Since we as-

sume that the call arrival rate is a Poisson

process, P r½Iðt0c þ Dt; t0cÞ ¼ 1� can be determined by

P r½Iðt0c þ Dt; t0cÞ ¼ 1� ¼ kuDte�kuDt; ð22Þ
where ku is the average arrival rate of the calls. In
(21), TD is the call duration time with PDF defined

in (5), and TM is the residence time of an MU in
the network domain with Laplace transform of

PDF in (2). Thus, we have:

P rðTD > DtÞ ¼
Z 1

Dt
fTDðtÞdt ¼ e�gDt; ð23Þ

where fTDðtÞ is defined in (5), 1/g is the average call
holding time and Dt ¼ t0n � t0c .

Furthermore, TDr is the residual time of the call

duration time with the same PDF as TD defined in

(5) due to the memoryless property of exponential

distribution. Since we have the Laplace transform

of the PDF of TM defined in (2), Pr(TDr 6 TM) can

be determined by

P rðTDr 6 TMÞ ¼
Z 1

0

fX 1
ðtÞdt; ð24Þ

where X 1 ¼D TM � TDr, and fX 1
ðtÞ can be computed

from

fX 1
ðtÞ ¼ L�1 ðg þ sÞF MðsÞ

g

� �
: ð25Þ

Here, 1/g is the average call holding time, g/(g + s)

is the Laplace transform of the PDF of TDr, and

FM(s) is the Laplace transform of the PDF of
TM defined in (2).

Thus, Pr1 can be calculated by substituting

(22)–(24) into (21). Next, we need to derive Pr2

from Fig. 6B as
Pr2 ¼ P rðTD < TMrÞ 	 P rðt0mr 6 t0c < t0mr þ TMrÞ

¼
Z 1

0

fX 2
ðtÞdt 	

Z 1

0

kute�kutfMrðtÞdt; ð26Þ

where X 2 ¼D TMr � TD; f X 2
ðtÞ and fMr(t) are the

PDFs of X2 and TMr, respectively, which can be

obtained by

fX 2
ðtÞ ¼ L�1 F MrðsÞ

g þ s
g

� �
;

fMrðtÞ ¼ L�1fF MrðsÞg;
ð27Þ

where 1/g is the average call holding time, and

FMr(s) is the Laplace transform of the PDF of
TMr, the residual time of the residence time in a

network domain. FMr(s) can be obtained by

F MrðsÞ ¼
1� F MðsÞ

sT M
; ð28Þ

where TM is defined in (3), and FM(s) is defined in

(2).

Moreover, we can obtain Pr3 from Fig. 6C

Pr3 ¼ P rðTD > TMrÞ 	 P rðt0mr 6 t0c < t0mr þ TMrÞ

¼
Z 1

0

fX 3
ðtÞdt 	

Z 1

0

kute�kutfMrðtÞdt; ð29Þ

where X 3 ¼
D TD � TMr, fMr(t) is the PDF of TMr

defined in (27), fX 3
ðtÞ is the PDF of X3, which

can be obtained by

fX 3
ðtÞ ¼ L�1 g

ðg þ sÞF MrðsÞ

� �
; ð30Þ

where FMr(s) is defined in (28), g is defined in (5).

Similar with Pr1, Pr4 can be determined from

Fig. 6D as follows:

Pr4 ¼
Z 1

0

P r½Iðt0c þ Dt; t0cÞ ¼ 1� 	 PrðT D > DtÞdðDtÞ

	 P rðT Dr > TMÞ; ð31Þ

where Pr½Iðt0c þ Dt; t0cÞ ¼ 1� is shown in (22),

Pr(TD > Dt) is defined in (23), and Pr(TDr > TM) =

1 � Pr(TDr 6 TM), where Pr(TDr 6 TM) is defined

in (24).

Therefore, we have calculated Prj (j = 1,2,3,4).

In order to evaluate k1, we will evaluate the aver-
age number of subnets passed by an MU in a net-

work domain during one call in the events Yj, i.e.,



(A) (B)

(C) (D)

Fig. 7. Time diagram for number of subnets passed by for one

call: (A) Na1; (B) Na2; (C) Na3 and (d) Na4.
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Naj ðj ¼ 1; 2; 3; 4Þ, respectively. The time diagrams
to evaluate Naj are shown in Fig. 7.

In order to evaluate Na1 and Na2, we consider a

theorem in [35], which says that given call holding

time and subnet residence time with Gamma distri-

bution, the average number of subnets passed by

an MU within a call, denoted as K, can be

obtained by

K ¼ �a
X
p2rc

Ress¼p
1� f �ðsÞ

1� ð1� pf Þf �ðsÞ f
�
c ð�sÞ; ð32Þ

where 1/a is the average residence time of an MU

in a subnet, pf is the probability that a handoff call

is blocked, f*(s) is the Laplace transform of the

PDF of the residence time of an MU in a subnet,

f �
c ðsÞ is the Laplace transform of the PDF of the
call holding time of the MU, rc is the singular

points of f �
c ð�sÞ, and Ress = p denotes the residue

at a singular point s = p.

In the events Y1 and Y2, the call duration time

in a network domain are TDr and TD, respectively,

which are exponential distribution, one special

case of Gamma distributions. Therefore, Na1 and

Na2 can be calculated with (32). By assuming that
pf = 0, we can carry out Na1 and Na2 as

Na1 ¼ Na2 ¼
lr
g
; ð33Þ

where 1/g is the average call duration time of the

MU and lr is the average residence time of the

MU in a subnet in our paper.
On the other hand, note that the call duration

time in events Y3 and Y4, i.e., TMr and TM are

not Gamma distributions, thus we cannot obtain

Na3 and Na4 with (32). Therefore, we need to derive

Na3 and Na4 next.
Fig. 7C illustrates the time diagram that event

Y3 happens. From Fig. 7C, the relationship be-

tween different time components can be written

as follows:

TMr ¼ tr þ
XNa3

i¼2
ti; ð34Þ

where TMr is the residual time of the residence time

of an MU in a network domain. The Laplace
transform of the PDF of TMr is shown in (28). tr
is the residual time of the residence time of an

MU in a subnet. The Laplace transform of the

PDF of tr, denoted as Ftr(s), is

F tr ¼ lr
1� F rðsÞ

s
; ð35Þ

where 1/lr is the average residence time of an MU

in a subnet, Fr(s) is the Laplace transform of the

PDF of the residence time of an MU in a subnet

defined in (1). In (34), ti is the residence time of

an MU in subnet i, which is assumed to be Gamma

distribution with Laplace transform of PDF

defined in (1), and Na3 is the random number

of the subnets passed by an MU in the current
network domain for event Y3.

Based on the relationship in (34), we can obtain:

F MrðsÞ ¼ F trðsÞGNa3�1ðzÞjz¼F rðsÞ; ð36Þ

where FMr(s) is defined in (28), FtrðsÞ is defined in

(35), GNa3 � 1ðzÞ is the generating function of the

PDF of Na3�1. Then, Na3 can be obtained by

Na3 ¼
oGNa3�1ðzÞ

oz
jz¼1 þ 1

¼ 2M2 �M � 1

12TMlr
þ ðM þ 1Þ

4

ðc þ 1Þ
c

þ 1; ð37Þ

where TM is defined in (3),M is the number of sub-

nets in current network domain, 1/lr is the average

residence time that an MU stays in a subnet, and c
is defined in (1).

According to Fig. 7D, Na4 is equal to the aver-

age number of subnets that an MU passes when
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the MU is roaming inside the network domain.

Recall that the number of subnets that the MU

passes by in a network domain, Nsn, is uniformly

distributed between 1 and M, i.e.,

P ðNsn ¼ mÞ ¼ 1

M
; m ¼ 1; 2; 	 	 	 ;M : ð38Þ

Here, Nsn is the number of subnets that an MU

passes by in a network domain, M is the total

number of subnets in current network domain.

Therefore, we have

Na4 ¼ Nsn ¼
XM
j¼1

j
M

¼ M þ 1

2
: ð39Þ

Now we have obtained all Naj at event Yj,

j = 1,2,3,4. Since we have calculated Prj,

j = 1,2,3,4, in (21), (26), (29) and (31), respec-
tively, we can evaluate k1 by substituting the values
of Prj and Naj, j = 1,2,3,4, into (20). Next, in order

to obtain C(i), T(i) and P(i) defined in (6)–(8), we

need to evaluate k2 and k3.

4.2.2. Arrival rate of session authentication, k2
After an MU has moved into a network do-

main, a session authentication is initiated when-
ever a call arrives. Therefore, the arrival rate of

session authentication requests for one MU, e.g.

k2, is equal to the call arrival rate of an MU,

k2 ¼ ku; ð40Þ
where ku is assumed to be the call arrival rate in (4).

4.2.3. Arrival rate of inter-domain handoff

authentication, k3
The inter-domain handoff authentication re-

quests happen when an MU enters the network

domain with an on-going service. Therefore, the

arrival rate of inter-domain handoff authentication

requests, k3, can be obtained by

k3 ¼ kuðP r1 þ P r4Þ; ð41Þ
where ku is the call arrival rate assumed in (4), Pr1

and Pr4 are the probabilities that events Y1 and Y4

occur, which are defined in Section 4.2.1 and eval-

uated in (21) and (31), respectively.

Thus, we have obtained the arrival rates of
authentication requests in the cases of intra-do-

main handoff authentication, session authentica-
tion, and inter-domain handoff authentication.

Since two key aspects, i.e., the relationship be-

tween the security and system performance, and

the relationship between the QoS metrics and traf-

fic load, have been evaluated, the impact of
authentication on security and the system perfor-

mance can be observed clearly through C(i), T(i),

and P(i) in (6)–(8).
5. Numerical results

In this section, we evaluate the effects of mobil-
ity and traffic patterns on authentication cost, C(i),

delay, T(i), and call dropping probability, P(i), at

different security levels.

5.1. Assumptions and parameters

The numerical results are presented based on

the assumptions introduced in Sections 3 and
4.1.3. Of the assumptions in Section 3, we consider

an MU roaming within a foreign network shown

in Fig. 2. The mobility pattern of the MU is repre-

sented with the residence time in a subnet of the

network domain, which is assumed to be Gamma

distribution with the mean value 1/lr. The traffic

patterns of an MU are represented by all arrival

rate and call duration time. The call arrival rate
is assumed to be Poisson process with mean value

1/ku, and the call duration time is assumed to be

exponential distribution with mean value 1/g.
In Section 4.1.3, we further assume that M/M/1

queues are used at APs, authentication servers

such as LAS and HAS, and HAs with service rate

ls and arrival rate of authentication requests ks.
Let n = ls � ks. According to (17), the service
and waiting time at an AP, authentication server,

and HA, e.g., Ta, Tsq, and Tv, become random

variables with identical exponential distribution

with mean value of 1/n. The parameters to evalu-

ate the authentication cost and delay are shown

in Table 4.

There are many ways to determine the values

for the authentication costs. For example, the
authentication cost for signaling can be measured

with the number of messages, and the authentica-

tion cost for encryption can be measured with the



Fig. 8. Authentication cost vs. residence time in a subnet.

Fig. 9. Authentication time vs. residence time in a subnet.

Table 4

Parameters for evaluation on QoS metrics

Parameters for authentication cost

cs cp cv cg cts Nh

10 1 20 1 110 10

Parameters for authentication delay

Tth Tpr Ttr Ted Tg M

3 s 40 ls 20 ms 2 ms 2 ms 120

Parameters for random variables

ku g c lr n
0.1 min�1 0.3 min�1 225 1/15 min�1 15 s�1
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number of CPU cycles. However, the most impor-

tant problem here is how to make them consistent,

i.e., the values of the costs can be compared with

each other in the same scale. To solve this prob-

lem, we assume that the encryption/decryption

cost on one hop, cp, and the key generation cost,

cg, are normalized to a cost unit because they are

the lightest load compared to other costs and they
have the similar operation in cryptography tech-

niques [36,37]. The values of other costs are deter-

mined by comparing to cp and cg with the time to

finish the operation, i.e., we use the ratio of pro-

cessing time to represent the authentication cost

instead of the actual processing time. The reason

is that the time needed to finish an operation rep-

resents the load of the server to complete it. How-
ever, we do not use the processing time to

represent the cost directly because we do not want

to confuse the authentication cost with the authen-

tication delay and the authentication cost can be

evaluated with many other ways.

When the maximum authentication message

size is 4096 bytes [3], the transmission delay is

about 20 milliseconds with the assumption of
2 Mbps link capacity [36]. The values of Ted and

Tg are obtained from existing research [36,38]. By

assuming one network domain is about 100 km2

with radius 6 km, the value of the propagation

time, Tpr, can be determined by the distance

between two LASs as shown in Table 4.

5.2. Effects of mobility pattern at different

security levels

The effects of mobility pattern on the authenti-

cation cost, delay, and call dropping probability
are shown in Figs. 8–10. In these figures, we illus-

trate the relationships between the residence time

of an MU in a subnet, authentication cost, delay,

and call dropping probability, respectively.

In Fig. 8, authentication costs at different secu-
rity levels decrease with the increase of the resi-

dence time of an MU in a subnet because the

longer an MU stays in the subnets, the less the in-

tra-domain handoff authentication requests. And,

if the residence time of an MU approaches to infin-

ity, the authentication cost will be stable on the

session authentication cost because only session

authentication exists in this case. Moreover, we



Fig. 10. Call dropping probability vs. residence time in a

subnet.

Fig. 11. Authentication cost vs. call arrival rate.
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can see that the security levels have different effects

on the cost at the same residence time in a subnet.

The higher the security level, the more the authen-

tication cost because higher security levels impose

more operations to provide secure services. For

example, if we degrade the security level from 4

to 3, the authentication cost can be reduced up

to 32%.
Fig. 9 reveals the effect of residence time on the

authentication delay. As we can see, authentica-

tion delay decreases with the increase of the resi-

dence time of an MU in a subnet. Similar with

the authentication cost, this trend is due to the de-

crease in the intra-domain handoff authentication

requests. And, the higher security levels cause

more authentication delay because of more opera-
tions needed for more secure services. The

improvement of authentication delay by changing

security levels from 4 to 3 is around 0.1 s, which is

around 18.2% of the authentication delay at secu-

rity level 3 when the residence time of an MU in a

subnet is 27 min.

The effect of call dropping probability in

authentication is shown in Fig. 10. The call drop-
ping probability increases with the increase of the

residence time of an MU in a subnet. When the

residence time of an MU in a subnet increases,

the arrival rate of intra-domain handoff authenti-

cation requests will decrease. Then, the session
authentication requests become the major part of

authentication requests. Note that the call drop-

ping probability for session authentication is much

higher than that in intra-domain handoff authenti-

cation due to the longer authentication delay
caused by remote authentication. The call drop-

ping probability will approximate that in session

authentication if the residence time of an MU ap-

proaches infinity. In other words, the upper bound

of the call dropping probability can be achieved

when the authentication requests are all session

authentication requests. Similar with the cost and

delay, call dropping probability is greatly affected
by the security levels. When the security level is

leveraged from 3 to 4, call dropping probability in-

creases about 0.45%, which is about 50% more

than the call dropping probability at security level

3 when the residence time of an MU is 27 min.

5.3. Effect of traffic load at different security levels

The effects of traffic pattern on the authentica-

tion cost, delay, and call dropping probability at

different security levels are demonstrated in Figs.

11–13.

Figs. 11 and 12 show that the authentication

cost and delay increase with the call arrival rate

of an MU. As shown in (6) and (7), the authenti-

cation cost and delay are proportional to the call
arrival rate ku since variables kb (b = 1,2,3) are



Fig. 12. Authentication time vs. call arrival rate.

Fig. 13. Call dropping probability vs. security levels.
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proportional to ku. Moreover, a higher security le-

vel causes more cost and delay than a lower one.

For example, if the security level is changed from

1 to 2, the authentication will be about 740% more

cost and 29% more time than those at security level

1.
As for the call dropping probability at different

call arrival rates, the call arrival rate of an MU

does not affect the call dropping probability. As

we can see in (8), P(i) for security level i is average

call dropping probability computed in the cases of

intra-domain handoff authentication, session

authentication, and inter-domain handoff authen-
tication. As shown in (20), (40) and (41), kb

(b = 1,2,3) are all proportional to ku. Thus, ku dis-
appears in (8), which is P(i)�s definition equation.

Then, once the PDF of the call duration time

and the mobility patterns of the MU are known,
i.e., g, lr, and c are fixed, the call dropping proba-
bility of the MU is a constant at different call arri-

val rates shown in Fig. 13. However, the call

dropping probability is different at different secu-

rity levels. As we can see in Fig. 13, the call drop-

ping probability at security level 4 is about 56%

more than that at security level 3.
6. Conclusion

In this paper, we conducted a performance

analysis of authentication with respect to security

and quality of service (QoS) in combination with

mobility and traffic patterns because it is extremely

important to deliver secure and efficient services in
wireless networks. We proposed a system model

that is consistent with realistic mobile environ-

ments, and analyzed authentication cost, delay,

and call dropping probability at different security

levels based on the system model and challenge/re-

sponse authentication mechanism. Therefore, by

coupling the security and QoS parameters in mo-

bile environments, this paper presents a solid
ground for an in-depth understanding of authenti-

cation impact, and demonstrates a framework for

the future design of efficient authentication

schemes in wireless networks.
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