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Abstract— With the increasing demand for secure and nism, due to lack of end-to-end SA, the credentials of the MU
high-quality communications in public access wireless IP are encrypted and transmitted for remote verification hop-by-
networks, it is very important to have an in-depth under- hop among authentication servers [8—10]. The transmission and
standing of the relationship between the security and qual- encryption/decryption of credentials affect many QoS parame-
ity of service (QoS). In wireless networks, authentication can ters such as authentication cost in terms of signaling and en-
provide secure communications by preventing unauthorized cryption/decryption cost and authentication delay, which further
usage and negotiating the credentials for data transmission. affect other parameters such as call dropping probability and
Nevertheless, it induces heavy overhead and delay to datathroughput. Therefore, in some scenario, a tradeoff between se-
transmission, further deteriorating overall system perfor- curity service and system performance should be considered be-
mance. Therefore, we analyze the impact of authentication cause different users have different preference between security
on the security and QoS quantitatively in this paper. First, and performance.

we introduce a system model based on a challenge/response \oreover, the arrival rate of authentication requests is tightly
authentication, which is widely used in various mobile envi- rejated with the mobility and traffic patterns of the MU, which
ronments. Then, a concept of security level is proposed t0 may cause great impact on QoS parameters such as aggregated
describe the protection of communications, which is classi- aythentication cost in different scenarios, because the cost needs
fied with regard to the nature of security, i.e., information {5 pe calculated by adding up the costs in all of the authentica-
secrecy, data integrity, and resource availability. By taking tjon requests. Therefore, the impact of authentication on QoS

traffic and mobility patterns into account, our approach es- parameters are far more sophisticated with different mobility
tablishes a direct and quantitative connection between the gnq traffic patterns in different scenarios.

security and QoS through the authentication. Finally, the
numerical results are provided to demonstrate the impact of
security levels, mobility and traffic patterns on overall sys-
tem performance in terms of authentication cost, delay, and
call dropping probability.

Since the authentication affects both of security and QoS,
many authentication schemes are proposed, focusing on the se-
curity and efficiency [2, 5, 8-15]. However, none of them pro-
vide quantitative analysis of security and system performance,
simultaneously, and nor do they show the connection between
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tication, security association, performance analysis. traffic patterns are not considered, which are important features
in wireless networks. Therefore, new authentication solutions
I. INTRODUCTION may not be adapted to mobile environments with the concerns

The tremendous advance of wireless communication teéﬁ_security, performance, mobility and traffic patterns.
nologies has facilitated the ubiquitous Internet service, whereadn this paper, we investigate the performance of authentica-
inducing more challenges to security due to open medium [P in wireless IP networks. First, a system model is proposed
In order to provide security services in wireless IP network) analyze the challenge/response based authentication, which
authenticatioris used as an initial process to authorize a mobiig highly consistent with various wireless IP networks such as
user (MU) for communication through secret credentials [2]. IMobile IP and wireless local area network (WLAN). This con-
an authentication process, an MU is required to submit secptency guarantees that our analytical results are applicable in
materials such as certificates and challenge/response valueggat mobile environments. A concept of security level, which is
verification with a security association (SA), which is a relatiorf/assified with the nature of security, i.e., information secrecy,
ship that affords security services with parameters such as $t&fa integrity, and resource availability, is introduced to indi-
sion keys between the MU and its authenticator etc [3—6]. Wif@te the protection of communications. Moreover, we analyze
authentication process, the network resource can be maintaigdihentication cost, delay and call dropping probability at dif-
by authenticating legitimate users. The information secrecy aifent security levels in combination withobility and traffic
data integrity can also be guaranteed by using the negotiatedrgiterns which builds a solid ground for understanding the im-
cret credentials for encryption and message authentication. Pact of authentication on security and QoS with the concern of

Meanwhile, authentication also affects the quality of servi@daptation to various mobile environments.
(QoS) greatly. When public/private-key based authenticationThe rest of our paper is organized as follows. In Section I, we
mechanism is applied, the computation complexity of encryptiscuss the effect of authentication on security and QoS based on
ing/decrypting data consumes more time and power [7]. Akallenge/response authentication. In Section Ill, we describe a
for secret key based challenge/response authentication meayatem model and define metrics used for performance evalua-



tion in the paper. We analyze these metrics at different secufitjJ for authentication. In the case shown in Fig. 1.B, when
levels based on the mobility and traffic patterns in Section Ithe LAS receives the authentication request, it sends a challenge
Then, we provide the numerical results of our analysis on aelue to the MU. The MU encrypts the challenge value with the
thentication cost, delay and call dropping probability in Sectid®A shared with the HAS, and replies the response value to the
V. Finally, we draw a conclusion in Section VI. LAS. The LAS must relay the challenge and response values to
the HAS of the MU for verification due to lack of SA to decrypt
Il. EFFECT OFAUTHENTICATION ON SECURITY AND QOS  the response value. After authentication at the HAS, the secret

In this section, we introduce the challenge/response authgﬁ@den?a(;s Sl:jCh a? tket);]s tEApgotect the communication may be
tication, which is widely used in wireless networks, and géenerated and sentto the :
scribe the effects of authentication on security and QoS wilthter-domain handoff authentication: When an MU is cross-

challenge/response authentication. ing the boundaries of different foreign network domains with
an on-going service, an inter-domain handoff authentication oc-
A. Overview of Challenge/Response Authentication curs. Due to lack of SA between the MU and the LAS, the

The authentication in wireless networks is a process to idesrj'gnahng dlagram showq n .F'g' 1.C is similar with that in the
ase of session authentication, except that the MU needs reg-

tify MUs and to negotiate SAs for communications. An SA is . .
trust relationship with many parameters, such as keys and alt 6r_at|on o its home agent (HA) thro_ugh the HAS becaqse we
ssume that the MU needs registration only if it is crossing the

rithms, for secure service with cryptograph_lc tgchmques [_16_]. oundaries of different network domains.
In a challenge/response-based authentication, a user is iden-

tified with shared SA by an authentication server that send%a

challenge valuga random number, to the user for encryption,’

and verifies the returned value, callexsponse valuyewith de- Security services are to provide information secrecy, data

cryption. In a foreign network, a visiting mobile user (MU)integrity, and resource availability for users. Information se-

sends an authentication request to an access point (AP), whiokcy means to prevent the improper disclosure of information in

is a function unit to transmitting data. The AP relays the requale communication, while data integrity is to prevent improper

to a local authentication server (LAS), which only takes chargeodification of data and resource availability is considered to

of authentication for visiting MUs from foreign networks. If thepreventing improper denial of services [16].

LAS has no information to verify the MU, it contacts the HAS In order to provide security services in wireless networks,

of the MU through an authentication architecture. An HAS ighe challenge/response based authentication adopts several tech-

an authentication server to identify the MUs who subscribe théques. First, it requires the MU to share an SA with its HAS.

service in its network. And, an authentication architecture The SA is unique and secret to other users. Therefore, the iden-

composed of many authentication servers that share SAs witftation of the MU is unique, which can prevent unauthorized

the LAS and home authentication server (HAS). If the requestNgUs from accessing the network resource. Second, session keys

an inter-domain authentication request, the HAS sends a regifay be generated and sent to communication partners during au-

tration request to the MU’s home agent (HA), which is a routefentication, which are used to encrypt the data of communica-

in the home network that maintains the current location of thien and provide message authentication code for data integrity

MU, to update the MU’s location. check. Therefore, the authentication mechanism becomes a key
Throughout this paper, we assume that an MU is roaming iple to protect the information secrecy and data integrity.

a foreign network domain.Then, the challenge/response au-

thentication for an MU in a foreign network domain can be caG. Effect of Authentication on QoS Metrics

egorized into three types: intra-domain handoff authentication; . . . —
9 yp Besides the effect on the security, authentication also affects

session authentication; and inter-domain handoff authenticati(%]é QoS metrics, such as authentication delay, cost, call drop

Intra-domain handoff authentication: When an MU crosses p|ng probabmty and throughput of communications.

the boundary of subnets in the foreign network domain with anThe authentication delay is defined as the time from when
on-going service, an intra-domain handoff authentication is ifjse MU sends out the authentication request to when the MU re-
tiated. Since there is an on-going communication session Rgjyes the authentication reply. During this authentication delay,
tween the MU and an AP, one session SA exists between fi¢4ata for on-going service can be transmitted, which may in-
MU and the LAS in the visiting network domain. Thereforeyeryypt the connections. Therefore, the call dropping probability
itis unnecessary to contact the HAS of the MU for authenticgs jncreased with the increase of authentication delay.

tion. In the case shown in Fig. 1.A, the LAS who receives the 1o 5 thentication cost is defined as the signaling cost and
authentication request from an MU sends a chal_lenge Valuee‘i?cryption/decryption load of data. In a challenge/response au-
the MU. The MU encrypts the challenge value using shared Ay ntication, the challenge/response values need to be transmit-
with the LAS and replies the response value to the LAS. AftgLy hack to the HAS of the MU through the authentication ar-
decrypting the replied value and comparing it with the origingyjtecture for verification when the LAS has no SA shared with
challenge value, the LAS can authenticate the MU. the roaming MU. The total number of signaling messages for au-
Session authentication:When an MU starts a communicationthenticating the MU can be large if the distance between the MU
session in a subnet of a foreign network, a session authenticatiol its HAS is long. Furthermore, the signaling messages need
is initiated. At this time, session SA does not exist between thebe encrypted and decrypted hop-by-hop for protection due to
MU and the AP, and it is necessary to contact the HAS of thack of direct SA between the LAS and the HAS. These multiple

Effect of Authentication on Security
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Fig. 1. Challenge/Response Authentication in Public Wireless Access Networks.

operations increase the processing load of the networks. More- LAS/HAS 1 LAS/HAS 2
over, the mobility and traffic patterns of MUs make the authen- f \ / \
tication happen frequently in different scenarios when an MU
starts a communication session or crosses boundaries of subnets Network | L Network 2
with an on-going service. Networkn __ - -
The throughput of the data communication is defined as the ) -
the effective data transmitted in a unit time. It can be greatly de- .~ ’
creased due to authentication because of several reasons. First;’
the authentication delay causes a temporary pause for data trans-
mission, which decreases the throughput. Second, the key size
and algorithms negotiated in authentication to encrypt and de- .
crypt the data affect the processing time, and the attachment of
message authentication code for data integrity check will affect
the payload of messages. -

. . . . {7 :Access Point = ;l;/Iovement of MU
In summary, the authentication in wireless networks has great SN : SubNetwork M MU: Mobile User
effects on both SeCUrity and QOS metrics such as authentication LAS: Local Authentication Server ~ HAS: Home Authentication Server

delay, cost, and thI’OL_Jghput. In order tO improve the SECUI’IB{% 2. System Model of Authentication between Wireless Network Domains.
and performance of wireless networks, it is necessary to analyz

the authentication effects on both security and QoS metrics by
taking into account the mobility and traffic patterns of the MU. o o _
To this end, we propose a system model with assumptions and he system model of authentication within a wireless network

domain is composed @ff subnets of equal size, and each subnet
I1l. SYSTEM MODEL AND METRICS is controlled by an AP. An LAS/HAS shares SAs witlhi APs

) ) ) and controls the authentication requests from them.
In this section, we introduce a system model to analyze the

impact of challenge/response authentication in wireless net-1Ne 9eneric system model in our paper is consistent with
works. We consider the security and QoS metrics as systgi'ﬁny practical wireless networks such as the authentication,
performance, in which the security is defined with regard to s@uthorization, and accounting (AAA) architecture in Mobile IP

curity levels, and the QoS metrics are evaluated with autherffWorks and wireless local area networks (WLAN) [14]. It pro-
cation cost, delay and call dropping probability. vides an authentication environment for MUs roaming among

wireless networks. Based on this system model, in order to eval-
A. System Model uate the performance of authentication, we need to describe spe-

cific conditions such as authentication mechanism, mobility and
We consider a generic system model for wireless networsffic patterns clearly .

from two aspects. One aspect is to describe the authentication

interaction between autonomous wireless networks; the othegisenario: Assume that the challenge/response authentication

to illustrate the authentication within a wireless network. is implemented on the generic system model with signaling di-
The system model to describe the authentication interactiagrams shown in Fig. 1. Sinaaur initial assumption is that

between inter-connected wireless networks is shown in Fig.zh MU is roaming in foreign network domairte intra-domain

In this model, there are a numberoautonomous wireless net-handoff authentication, session authentication, and inter-domain

works. Each network domain has an LAS and an HAS, whidtandoff authentication in foreign networks are illustrated in

are central authentication servers in a network domain. The treg&j. 1.A, 1.B, and 1.C, respectively.

relationships between these LASs and HASs are maintained

through an authentication architecture [14]. The functions Mobility pattern: The mobility pattern of an MU in our paper

the LAS, HAS, and authentication architecture are introducédrepresented with the residence time of the MU in one subnet,

in 1I-A. We assume that the LAS and HAS are integrated talenoted ag;.. We assume thdk, is a random variable and the

gether, and the authentication architecture shares an SA witbbability density function (PDF) df., denoted agr. (t), is

the LAS/HAS of a network domain. Gamma distribution with meaty 11,- and variancé’ [17]. Then,



the Laplace transform of. (¢), F.(s), Is: In our paper, thesecurity leveis to indicate the level of pro-
tection provided by the authentication for quantitative analysis
where ~ = % (1) of security. The classification of security levels is shown in Ta-
Vg ble I according to the security functions described in Section II-

Furthermore, if the number of subnets passed by an MU si.e., protection for integrity, secrecy and resource availability.

assumed to be uniformly distributed betwéen\/], the PDF of ecause of different actions in challenge/response authentica-
the residence time in a network domain, denote’g‘h@p(t), can tion, the protection of data integrity, secrecy, and availability

be expressed with a Laplace transfoFixy (s) as follows [17]: may be different at different security levels.
« Security Level 1Any MUs can send data through an AP with-

Hry
Fr.(s) = (m)7

)

1 1 — (M out authentication. When an AP receives an authentication re-
Fuls) = (A ——Ha— @
M s+ py” 1-— (51117)7 MU AP

Resource_Req

Then, the mean value of residence time in this network do-
main, denoted a$',,, can be expressed as:

Resource_Res

OF (S) M+1 MU: Mobile User AP: Access Point
= M
Ty =- s ls=0 = 2y ) Fig. 3. Intra-domain Handoff and Session Authentication at Security Level 1.

Traffic pattern: In this paper, we consider the call arrival ratgy est, it checks the resources for this request. In intra-domain
and call duration time of the MU as the traffic patterns of thgnd session authentication shown in Fig. 3, if the resources for
MU. We assume that the call arrival rate of the MU, which inhis service is available, the resource approval is replied to the
cludes the incoming calls and outcoming calls, is Poisson pigy to authorize the service. The signaling diagram for inter-
cess with average rate,, and a call duration time, denoted agiomain handoff authentication is very similar with Fig. 1.C. The
Tp, has an exponential distribution with mean valy@. Then, gifference is that the LAS needs to send registration message to
the PDFs of the call inter-arrival time and call duration tim&pe HA and the HAS of the MU through the authentication ar-
denoted agr, () and fr,, (¢), respectively, become: chitecture, instead of replying a challenge value to the MU. Af-
_ _ ter registration, the service is authorized to the MU. At security
— Aut _ nt ’
Fra(t) = Aue ,and  frp(t) =ne™™. ) level 1, the integrity, secrecy, and resource availability cannot be

Based on these assumptions on the mobility and traffic pRfotected without cryptographic techniques.
terns of the MU, we evaluate the security and QoS metrics ofSecurity Level 2Authentication is implemented with Media
authentication when the MU is roaming in our generic systeaccess control (MAC) address and no keys are generated for the
model. The security and QoS metrics needed for evaluation apdsequent communication. In this case, when an AP receives

defined in next section. an authentication request, it requests the MAC address of the
_ MU and relays the MAC address to LAS or HAS for verifica-
B. Performance Metrics tion, as shown in Fig. 4. For intra-domain handoff authentica-

We categorize the performance metrics into security and QB®1, the LAS has the session SA of the MU, thus, the MU can
parameters. The Security parameter is represented by Sé@J\/erified at LAS. For inter-domain and session authentication,
rity levels, at which different levels of protection are providedhe® MU needs to be authenticated at HAS because there is no
Meanwhile, we consider authentication cost, delay and c&f between the MU and the LAS. In particular, registration is

dropping probability as the system performance for evaluatiorgquired during inter-domain authentication. At security level
2, there is no protection available for data integrity and secrecy

B.1 Security Levels without keys distributed to the MU. But the network resource is
There are much guantitative analysis of QoS in networks [18i9htly protected by identifying the MAC address although the
19], whereas less analysis of security exists. This gap betwdéAC address can be forged easily.
the QoS and security analysis demands quantization of secusit$ecurity Level 3Authentication is implemented with shared
for the engineering research. Therefore, the concepeatirity SA, and no keys are generated for the MU’s communication. In
levelbecomes widely used for security evaluation [20, 21]. This case, an SA between the MU and its HAS is used for inter-
classification of security levels in these papers is either bas#mmain handoff and session authentication as shown in Fig. 5.
on the information sensitivity, or based on the key length. [Ffhe signaling process at security level 3 is almost the same as
the classification with the information sensitivity, if a group ofhat at security level 2. The difference is that a pair of chal-
users are allowed to access most sensitive data, and the datarige/response values is used to authenticate the MU instead of
this group is prohibited to expose to other groups, thus, the see MAC address. The MU that receives a challenge value from
curity level of this group is the highest. In the classification witthe LAS encrypts the challenge value with corresponding SA. In
key length, if an encryption/decryption process is using a kélye intra-domain handoff authentication, the corresponding SA
length longer than other processes, this process has higher secahared with the LAS during communication session. Then,
rity level. As we can see, however, all of them do not considére LAS verifies the challenge value replied from the MU by
the nature of security, i.e., data integrity, secrecy, and availakdkecrypting the response value with the SA. However, in inter-
ity. Therefore, we argue that the nature of security should bdemain handoff and session authentication, the corresponding
come the standard to classify the security levels. SA is shared with the HAS because there is no SA between the



TABLE |
SECURITY LEVEL CLASSIFICATION

[ Security Levek |

Security Service

Integrity | Secrecy| Confidentiality | Availability Protection
1 No No No No
2 No No Low Low
3 No No Medium Medium
4 Yes Yes High High
T LAS only allowing the access of legitimate users. However, since no
esource_Req . . . . . . .
key is distributed for data transmission, the integrity and secrecy
MAC_Req
MAC Res Auth Req(MAC) are not ggaranteed. Furthermorg, the petwork resource may be
compromised due to lack of data integrity and secrecy.
Resource_Res Auth_Appr i . . L i
N ) . . « Security Level 4Authentication is implemented with shared
. Intra—domain Handoff Authentication K . .
MU AP LAS  HAS  HA SA, and keys are generated for data communication. The sig-

Resource_Req

MAC_Req
MAC_Res Auth_Req(MAC) Reg_Req

Resource_Res Authl_Appr Reg_Res

Session Authentication >|

Inter—domain Handoff Authentication

B. Session and Inter—domain Handoff Authentication

LAS: Local Authentication Server MU: Mobile User
HAS: Home Authentication Server AP: Access Point
HA: Home Agent

Fig. 4. Signaling Diagram at Security Level 2.
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Challenge Response_Res  |Auth_Req(Response) | (Challenge/Response)
—

Decrypt
Response
T e e

.
. = Key Generation *
Only for Security Level 4 P —

2 Reg_Req
[ - ..Rcsourcc_Rcs(Kc ) Auth_Appr(Key)! Auth_Appr(Key) Reg_Res
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B. Session and Inter—domain Handoff Authentication

LAS: Local Authentication Server MU: Mobile User HA: Home Agent
HAS: Home Authentication Server AP: Access Point

Fig. 5. Signaling Diagram at Security Levels 3 and 4.

naling diagram at security level 4 is shown in Fig. 5, which is
similar with that at security level 3. The difference is that keys
are generated and transmitted to communication partners such
as the MU, home and foreign agents. The keys are decrypted at
the end users, and will be used to provide encryption and mes-
sage authentication code to protect the communication. There-
fore, the integrity of data can be guaranteed by message integrity
check, and the secrecy is protected with data encryption. The
network resource is also protected with strict identification.

From Table | and description above, we can see that the higher
the security level, the better security services the authentication
provides. However, the higher security levels are achieved by
applying more complicated cryptographic techniques in the au-
thentication process. The extra actions induce overhead that af-
fects the QoS metrics, such as authentication cost, delay and call
dropping probability during authentication.

B.2 Average Authentication Cost

In this context, we definauthentication cosas the sum of
signaling load and processing load for cryptographic techniques
during one authentication operation. And, thesrage authen-
tication cost C(7), is defined as the sum of the authentication
cost over a number of authentication requests in a unit time at
security leveli, which can be written as:

3
C(i) = > AslC5(60) + P (), )
B=1

whereg is the index of authentication types = 1 represents

an intra-domain handoff authenticatioh,= 2 means a session
authentication, an@d = 3 is an inter-domain handoff authenti-
cation. We denoté’és)(i) andCép) (i) as the signaling load and
processing load of cryptographic techniques, respectively, of an
authentication with typg at security levef. The arrival rate of
requests for the authentication tygés defined as\g, which is
related with the mobility and traffic patterns of MUs.

B.3 Average Authentication Delay

MU and the LAS now. After verifying the MU at the HAS, We defineauthentication delags the time from when the MU

the authentication approval is sent back to the LAS. Specialbgnds out an authentication request to when the MU receives the
the registration is required during inter-domain authenticatioauthentication reply. Thaverage authentication dela¥' (i), is

At security level 3, the network resources can be protected tgfined as the sum of an authentication delay over a number of



authentication requests in a unit time at security lévelhen, A. Performance Analysis per Authentication

T'(i) can be written as: At different security levels, the authentication has different

effects on the cost, delay and call dropping probability.

3
T() = [;1 AsT(3), 6) A1 Authentication Cost per Operation

The authentication costCz(i), (8 = 1,2,3 and i =
whereT};(i) is the authentication delay per operation at security 2 3 4) is composed oC[(f) (i) and C}f’) (i), which depend
level i for authentication typej, and \; is the arrival rate of on the authentication typ@and security level. For convenient
authentication requests with type analysis, we define a set of cost parameters in Table II.

B.4 Average Call Dropping Probability during Authentication TABLE Il

In our paper, we consider a call is dropped due to either ex- AUTHENTICATION COSTPARAMETERS

tended authentication delay, or an authentication failure. When [ Symbol | Description |
an extended waiting time for authentication is induced and cs Transmission cost on one hop
greater than a threshold time, the connection will be broken [22]. Cp Sgrchfi)égtt'i‘;rr‘]’ 232?;2‘;” aclj’;te?]rt‘icogtieozosiwer

. . . Cy
Onthe other_hand, even though the aut_hen_tlcatlo_n delay is small o Encryplion/decryption cost for a session key
and the MU is a valid user, an authentication failure may hap- cq Key generation cost
pen regardless of security level because of damaged credentials Cts Transmission cost for a session key
caused by transmission error, packet drop at queues, attack of to other communication identities

Crg Registration cost

intruders and software application failure.
Therefore, we define theall dropping probabilityas the

probability that the service of an MU is dropped during one au- Then, the transmission cost}’ (i), can be derived from the

thentication operation because of either extended authenticatigfhaling diagrams in Figs. 3, 4, and 5, respectively, as follows:
delay, or an authentication failure. When an MU roams among

subnets in a network domain, thgerage call dropping proba- o) (i) = apcs, YB=1,2,3andi=1,2,3,4, (8)

bility, P(z), is defined as the ratio of the sum of the call dropping ’

probability per authentication in a unit time over the number @fhereas ; is an element of matrixi, indicating the number of
authentication requests sent by the MU within unit time at sedweps by which the authentication process passes for authentica-
rity level i. Let P(7) denote the average call dropping probabikion type 3 at security level. For example, whe® = 3 and

ity at security level, P(i) can be written as: i = 4, a4 = 2(Ny, + 3) denotes the number of hops that the
5 authentication signalings pass when= 3, i = 4, which can
i) > 51 A8 Ps(0) + P be obtained from Fig. 5.B. Thus, we obtainas:
1) = 3 ;
2 =17 2 6 8 8
and Pﬁ(l) = PTg(i)(Tﬂ(i) > Tth)a (7) A= 2 2(Np +1) 2(Np+2) 2(Nn+2) |, (9

2(Np+1) 2(Np+2) 2(Np+3) 2(Np+3)

whereT}, is a threshold timePr, ;) (T55(i) > Tin) IS the proba- \ here 3 andi represent the row and column df respectively.
bility that an authentication delay is greater tifap in authenti- N, is the number of the hops between the MU and its HAS.
cation types. P is the probability that one authentication fails gjmilar with the analysis in (8), according to the signaling
due to unknown effects. Since the factors that affecinclude . - ®) - . ]

many unknown factors and there is no evidence on the pattg}%grams in Fig. 3, 4, and &5 () can be written as:

of attacks currently, we will use a mean value from experiments

I A _ S
to represenf’, in the numeric results of our paper [23]. Cy (i) =bg;-Xp, VA=1,23andi=1,23,4. (10)

In summary, in order to evaluat€'(i), T(i) and P(i) HerexX, is avector defined as:
in (5)~ (7), we need to analyzk;, Cés)(z'), C[(f)(z‘), Ts(i), and T 1
Ps(i). Next, we derive these parameters based on the system Xp = [eps Cor Cus, €y Crss Crgl, (11)

model ShOV_V”. n Fig. 2, assumptions descnk_)ed_m Sec_tlon III"&/here all of the cost parameters are defined in Table 1. And,
and the definitions of the performance metrics in Section III—BE . .
3, are also vectors determined by:

bi,1=b21=10,0,0,0,0, 0],

IV. PERFORMANCEANALYSIS >
b12 =12, 1,0, 0, 0, 0],

In this section, we analyze the impact of authentication on bis=bia=1[4,1 1,00 0]
security and QoS metrics in terms of authentication cost, delay by s =[2(N, —1), 1, 0,0, 0, 0],
and call dropping probability from two key aspects. First is to b23 = [2Np, 1, 1, 0, 0, 0], (12)

b2 = [2Np, 1, 2, 1, 1, 0],

observe the relationship between the security level and the QoS
b3 1 =10, 0,0, 0,0, 1],

metrics for each authentication. Second is to obtain the inter-

e . ) . b32 = [2Np, 1, 0, 0, 0, 1],
relationship between the average QoS metrics during authenti- Bss = [2(Np+1), 1, 1, 0, 0, 1]
cation and traffic load among networks by evaluating the total Baa = 2(Ny +1), 1, 2, 1, 1, 1.

arrival rates of authentication requests.



The coefficients in front of the cost variablesip denote the the encryption/decryption i8(N, + 1). Since the authentica-
number of the costs we should consider during one authentitian process in the case ¢f = 3 andi = 4 needs to pass the
tion. In the case off = 3 and: = 4, no encryption/decryption AP four times, the intermediate authentication se(é¥;, — 2)
is applied between the MU and the AP during authenticatiotimes, the HAS twice, the coefficients 8§, 7, andT;, are 4,
Therefore, the number of, is 2(IN;,+1) sinceN,, is the number 2(V;, — 2), and 2, respectively. And because a registration at
of hops between the MU and its HAS. At this time, one regithe HA, a key generation, transmission process, and twice key
tration at the HA, one credential verification and key generati@mcryption/decryption at the HAS and the MU are needed, the
at the HAS, one decryption for the credentials at the HAS, oreefficients forT,.,, T,, T35, andT,, are 1, 1, 1, and 2, respec-
decryption of the key at the MU, and the credential transmissitimely. The other cases of authentication share the same analysis.
to the communication partner of the MU are needed. Therefore,
the coefficients of,, cus, ¢4, cts, ande,, are 1, 2, 1, 1, and A-3 Call Dropping Probability
1, respectively. The derivation of other coefficients in different |, gection 111-B.4, we consider a call is dropped during au-

cases is the same as this analysis. thentication if the waiting time for authentication is greater
than a threshold valu&};,, or an authentication failure hap-
pens. In (7), we use a mean value from an experimenffor
To derive the delay for different types of authentications iflue to the unknown distribution model. Therefore, to evaluate
different security levels, we use the same signaling diagram;(@'), (B=1,2,3andi=1,2,3,4), the authentication delay
shown in Figs. 3, 4, and 5. We also define a set of time param@own in (13) is critical.
ters shown in Table 11l for convenient description. In (13), we only consider the time variablés,, T, T, and
TABLE Il T,4, as the random variables because the variance of the other
AUTHENTICATION COST PARAMETERS time variables are small. Thus, to fiéh (i) becomes to find
the PDFs of the different combinationsdf,, 1, T3, andT;.,

A.2 Delay per Authentication

[ Symbol [ Description | inTs(4). If we assume that:(1)4/M/1 queues are applied at
ipr message propagation time on one hr?P APs, authentication servers, and HAs; (2) The PDFE,f T,
b essage transmission time on one hop T,, andT,, are independent identical distribution (iid), then the

Teq Message encryption/decryption time on one hop 9 . )

Ty Authentication request service & waiting time at the AP PDF ofTyy, Ta, Toy, andT.g, i.e.,w(t), can be shown as [24]:

Tsqg Authentication request service & waiting time
at the proxy authentication server w(t) — (Ms _ )\S)e—(us—xs)t (16)

Ty Authentication request service and waiting time at the HAS ’

Tus Key encryption & decryption time . . .

T, Key generation time at the HAS vyhereus and); are th_e service and arrival rates of authent!ca-

Tys Transmission time for the session key tion requests, respectively. Furthermore, the PDFs of the differ-
to the other communication identities such as HA ent combinations oqu, T, Ty, andTrg in Tﬁ (z), ie., fﬁ‘i(t),

Trg Registration request service and waiting time at the HA can be expressed in (17), on next page as the components of a

matrix f(¢). In (17) (3 andi represent the row and column, re-

Then,T(i) can be expressed as: spectively. T'(x fo s*"le=sds, and¢ = ps — A,. With
. these PDFSP[,»( 1) can be obtained in different cases.
Ts(i) =ds,-%;, VB=1,2,3andi=1,2,3,4. (13) , _ o

To summarize, we have obtained authentication cost, delay,
Here,X, is a vector defined as: and call dropping probability for one authentication operation.
However, in order to obtain the average authentication cost, de-
lay, and call dropping probability defined in (5), (6), and (7),
ye still need to evaluate the arrival rates of different types of
authentication requests, thatls;, (3 =1,2,3).

iz = [Tpr +Ttr: Ted7 Ta, qu: Tv: Tusa Tg7 Tt37 Trg]: (14)
where all the time components are defined in Table Ill. An
dg,; are the vectors defined as follows:

dii=1[2,0 1,000,000, B. Arrival Rates of Authentication Requests
0,1,0

k=)
=)

d Since the authentication requests are categorized into three
dig=di14=1[84,40210,0,0] types: intra-domain handoff authentication, session authentica-

32‘1 - E(J(\)f 1+0) 0 ((])V 0_01)0]3 2Ny —2), 1, 0, 0, 0, 0] tion, and inter-domain handoff authentication, we analyze the
ai’i _ [Q(N: +9), 2Nhh 4, 2Ny — 2)” 1.1.0.0 0]’ T (15) arrival rates of different types of authentication, ik, (8 =
oy = [2(N), +2), Ny, 4. 2Ny, — 9. 1.2 1. 1, 0]’ 1,2,3), based on the mobility and traffic patterns of the MUs.
ds = [2(Nn +1), 0,2, 2(N;, — 1), 0, 0, 0, 0, 1], ) _ o

dso = [2(Np +2), 2Ny, 3, 2(Ny — 2), 2, 0, 0, 0, 1], B.1 Arrival Rate of Intra-Domain Handoff Authenticatiok,

d3,3 = [2(Nh +3), 2(Np +1), 4, Q(Nh —2),2,1,0,0, 1}, The intra-domain handoff authentication happens when an
ds s =[2(Np +3), 2(Np +1), 4, 2(Np —2), 2,2, 1, 1, 1].

MU crosses the boundaries of subnets inside a network domain
The coefficients in front of the time variablesip denote the with an on-going service. In order to calculate the arrival rate of
number of time variables we should consider in the authentidgatra-domain handoff authentication requests, we categorize the

tion case. For example, in the casesof 3 andi = 4 as shown calls into four types that happen in four events:
in Fig 5, the number of hops that the signaling messages pass; is the event that an MU starts a connection before enter-
is 2(Ny, + 3), and the number of hops that we should considérg the network domain, enters the network domain with the



et £(t)e” <" £(Et) e £(et)°e” <"

f(t) é“ =&t 5(55(2%3}”71@7& 5(55(26;\)]’167& 5(55(26]\)7’167& (17)
= e - T I(2N (2N, +1 (2N, +1 :

£ Mne St g(gn)? -t f(fifﬁpﬁ“)e*“ £(£§>2Nhh+2)e*“

T(2N,+1) T (2N, +2) T (2N, +3) T (2N, +3)

LY T | whereI(t? + At,t?) is the number of calls that arrive in time
¢ ol To o interval [t2, 0 + At). Since we assume that the call arrival rate
*t At tr tl‘ - e t‘u — > is a Poisson process,

A.Event Y, B. Event Y P It + At 1) = 1] = A Ate 41, (20)
T
] where)\, is the average arrival rate of the calls. In (19}, is
| | To | | 01 To 1<> the call duration time with PDF defined in (4), afid, is the
3 ; EERANS o . ¢ ! alla
> o > - o residence time of an MU in the network domain with Laplace
o o o " e transform of PDF in (2). Thus, we have:
C.Event Ys D.Event Y4
o0
P : Enter a Network Domain > : Leave a Network Domain PT (TD > At) — fTD (t)dt — e—nAt7 (21)
& : Start a Call <& :EndaCall To: Call Duration Time At

Tor : Residence Time of Call Duration Time

where fr, (t) is defined in (4),1/n is the average call holding
time andAt = ¢0 — ¢,

Furthermore7'p,. is the residual time of the call duration time
with the same PDF d&p, defined in (4) due to the memoryless
property of exponential distribution. Since we have the Laplace
on-going connection and this connection ends before the Mtansform of the PDF oIy, defined in (2).P (T, < Ths) can

Twm: Residence Time in a Network Domain
Twm: : Residual Time of the Residence Time in a Network Domain

Fig. 6. Time Diagrams of Events.

moves out of the network domain. be determined by:

« Y5 is the event that an MU starts a connection within current -

network domain and this connection ends before the MU moves Po(Tp, < Tyy) = / fx, (B)dt, (22)
out of the network domain. 0

« Y3 is the event that an MU starts a connection within current A

network domain and this connection ends after the MU movesereX, = Ty, — Tp,, andfx, (t) can be computed from:
out of the network domain.

« Y, is the event that an MU starts a connection before entering fx,(t) =271 { (n+s)Fu(s) } (23)
the network domain, enters the network domain with the on- n

going connection, and the connection ends after moving out of

the network domain. Here, 1/7 is the average call holding timey/(n + s) is the
Then, the arrival rate of intra-domain handoff authenticatidr®Place transform of the PDF @fy,., andF)y(s) is the Laplace
requests);, can be written as: transform of the PDF o', defined in (2).

o o Second P, can be derived from Fig. 6.B as:
)\1 - Auprl([Nalw - 1) + >\upr2(’VNa2—| - ]-)

+AuPr3([Naz] = 1) + Ay Pra([Naa] — 1), (18)  Pr2=P:(Tp < Tur) - Pe(th,, <t <tp, +Twr)
24
where),, is the call grr_ival rate defined in (4§,.1, P», P,3, and _ fooo Fx, (t)dt - fooo Aute™ Mt frr(t)dt, e4)
P, are the probabilities that evelit, Y3, Y3, andYy happen,

respectivelyN .1, N a2, N3, a_ndN,L4 are the average n.umberswhereX2 A Tare — T, fx, (£) andfar () are the PDFs oK
of subnets passed by an MU in current network domain in eveanAdT respectivelv. which can be obtained bv:
Y1, Ya, Ys, andYa, respectively. The time diagrams of thesé o Mr: [€SP Y. y:

events)Y1, Y, Y3, andYy, are shown in Fig. 6, wheré andt} feu(t) = 2 {F (s)”*s}
are the call beginning and ending time, respectivélyandt), X2\W) = Mr=) =y~ f» (25)
are the time when an MU enters and leaves the network domain, frr(t) = L7 {Fur(s) )

respectively.t?, . is the beginning time of the residual time of i o ]
the residence time in a network domain. Théh,, Py, P, wherel/n is the average call holding time, aid,,(s) is the
andP,, can be derived next. Laplace transform of the PDF @fy;,., the residual time of the

According to the time diagram in Fig. 6.A, and denate — residence time in a network domaify;..(s) is determined by:
2 — 9, we have:

o 1-— F]u(s)
P = [ P + AL £0) = 1] P(Tp > At)d(Al) Far(s) = — (26)
(19)
- P.(Tp, < Ty), whereT y, is defined in (3)Fa (s) is defined in (2),



Moreover, we can obtair,.; from Fig. 6.C: distribution, one special case of Gamma distributions. There-
fore, N,; andN ., can be obtained with (30). By assuming that

Pr3 = P.(Tp > Trnr) - Po(th,, < 10 <t9 .+ Tarr) ps = 0, we can carry oulV,; andN ,, as:
(27) .
= [ fxa (B)dt - [ Aute™ et far, (t)dt, Na1 = Naz = % (31)

where X5 A Tp — Tarrs farr(t) i the PDF ofThy, defined wherel/n is the average call duration time of the MU amgdis

in (25), fx,(t) is the PDF ofX3, which can be obtained by: th%ivtetzzg;rzgfigg:ge 2212 (t):];;; “gﬁé%zszfgigpg;:nrﬁger‘

N n distributions, we cannot obtailN,3 and N4 with (30). Thus,
I[xs(t) =2 {(77‘5‘5)1[%(5)}’ (28) we deriveN,3 andN .4 next.
From Fig. 7.C, the relationship between different time com-
whereF),.(s) is defined in (26)y is defined in (4). ponents can be written as follows:

Finally, P, can be determined from Fig. 6.D as follows: Nas
Trrr =t + ti, 32
Py = [ PI(t2+ At,t2) = 1] - P.(Tp > At)d(At) M ; (32)

(29) whereT) s, andt,. are the residual time of the residence time of

an MU in a network domain and in a subnet, respectively. The

whereP,[I(t2 + At,t0) = 1] is shown in (20),P-(Tp > At) Laplace transform of the PDF of, F7,.(s), Is:
is defined in (21), and®.(Tp, > Tas) = 1 — P.(Tp, < Tus) _1-F(s)
with P,(Tp, < Ty) defined in (22). For(s) = pr—== (33)

: P’I”(TDT‘ > TM)v

wherel/u, is the average residence time of an MU in a sub-

B Tor i 1 t | net, F.(s) is defined in (1). In (32)¢; is the residence time of
14 To O A4 To O an MU in subnet, which is assumed to be Gamma distribu-
> _ tion with Laplace transform of PDF defined in (1), angs is
t1 t2 tNal-1  tNal t1 t2 tNa2-1  tNa2 .
the random number of the subnets passed by an MU in current
A. Time Diagram for Na ! B. Time Diagram for Na2 network domain in everit;.
| T | Based on the relationship in (32), we can obtain:
o To o ol To o Farr(s) = Fr, (8)Gnag-1(2) 2=, (5), (34)
o e tm‘b o e e where Fy,.(s) is defined in (26),F;, (s) is defined in (33),
C. Time Diagram for Nas . Time Diagram for Nas GnN,;-1(2) is the gene.rating function of the PDF f,3 — 1.
) ) Then,N .3 can be obtained by:
To : One Call Duration Time  ti: Residence Time in a Subnet i Na?) _ 3GN%3Z—1 (2) ‘z:l +1

Twm: : Residual Time of the Residence Time in a Network Domain

(35)

» : Enter a Network Domain ~ [> : Leave a Network Domain _2M2-M-1 (M+1) (v+1) 1
& : Starta Call < :End a Call 12T pppor 4 vy ’

Fig. 7. Time Diagram for Number of Subnets Passed by in One Call. WhereT'y, is defined in (3) M is the number of subnets in cur-
rent network domair /., is the average residence time that an
After we obtainP,;, (j = 1,2,3,4), in order to evaluate;, MU stays in a subnet, anglis defined in (1).
we need to evaluat® ,;, (j = 1,2,3,4). The time diagramsto  According to Fig.7.D/N 4 is equal to the average number of
evaluateN ,; are shown in Fig. 7. subnets that an MU passes in a foreign network domain. Recall
In order to evaluateV,; and N,,, we consider a theoremthat we assume that the number of subnets that the MU passes
in [25], which says that given call holding time and subnet reby in a network domainy.,,, is uniformly distributed between
idence time with Gamma distribution, the average number bdfand M, i.e.,

subnets passed by an MU within a cdll, is determined by: 1
P(Ngp =m) = —

., m=1,2---,M. (36)
_ 1— (s M
K=—-« Z Res_, —— fa(=s), (30) Here, M is the total number of subnets in current network do-
1= (1—pp)f*(s) - .
pEo. main. Thus, we have:
wherel/« is the average residence time of an MU in a subnet, VoW — f J_M+1 37)
py is the probability that a handoff call is blockeff;(s) is the a4 = Hen T — M -2
Laplace transform of the PDF of the residence time of an MU in =

a subnetf’(s) is the Laplace transform of the PDF of the call Now we have obtained alN,; at eventY;, j = 1,2,3,4.
holding time of the MUg. is the singular points of (—s), and  Since we geP,; in previous part of this subsection, we can eval-
Res_,, denotes the residue at singular paint p. uate); by substituting the values @t,.; andN,;, j = 1,2, 3,4,

In eventY; andY;, the call duration time in the networkinto (18). Next, in order to obtaif'(¢), 7'(:), andP(:) defined
domain areTp, andTp, respectively, which are exponentialin (5), (6), (7), we need to evaluate and ;.



TABLE IV

B.2 Arrival Rate of Session Authenticatiok,
PARAMETERS FOREVALUATION ON QOS METRICS

After an MU has moved into a network domain, a session
authentication is initiated whenever a call arrives. Therefore,[

Parameters for Authentication Cost ]

the arrival rate of session authentication requests for one MU io "’1? % "’19 itlo Jfg
e.g. Az, is equal to the call arrival rate of an MU, | Paramaters for Authenticaion Delay l

— Tth Tp'r Ty Ted Tg M

A2 = Au, (38) 3s 40 1S 20ms 2ms 2ms | 120

. . . Parameters for Random Variables
where)\,, is assumed to be the call arrival rate in (4). | |
Au n Y Lor ¢
0.1min~—T | 0.3min~ ! 225 | 1/15min~1T 15sec™ T

B.3 Arrival Rate of Inter-Domain Handoff Authenticatioks

The inter-domain handoff authentication requests happen
when an MU enters th? network QOmaln Wlth an on-going e cpy cycles. However, the most important problem here is
vice. Therefore, the arrival rate of inter-domain handoff autheH- . )
tication requestsks, can be obtained by: ow to make them consistent, i.e. the values of the costs can

' ' be compared with each other in the same scale. To solve this
A3 = Ma(Po1 + Poa), (39) problem, we assume that the encryption/decryption cost on one

hop, ¢,, and the key generation cost,, are all equal td be-
where )\, is the call arrival rate assumed in (4%, and P,, cause they are the lightest load compared to other costs and they
are the probabilities that everits andY, occur. The eventy; have the similar operation in cryptography techniques [26, 27].
andY; are defined in IV-B.1P,; andP,, are evaluated in (19) The values of other costs are determined by comparing amd
and (29), respectively. ¢q With the time to finish the operation, i.e., we use the ratio of
processing time to represent the authentication cost instead of

Thus, we have obtained the arrival rates of authentication Fge actual processing time. The reason is that the time needed to

guests in the cases of intra-domain handoff authentication, s%'%'—Sh an operation represents the load of the server to complete

sion authentication, and inter-domain handoff authenticatid}'i. Hovyever, we do not use the processing time to represent th'e
st directly because we do not want to confuse the authenti-

Since two key aspects, i.e., the relationship between the sed? with th thentication del dth thenticati
rity and system performance, and the relationship between Fr?é'on costwi € authentication delay and the authentication

QoS metrics and traffic load, have been evaluated, the impac?8§t can be evaluated with many qther ways. .
authentication on security and the system performance can bénerefore, the values of the time variables become criti-

observed clearly througfi(i), T'(i), andP() in (5)~ (7). cal. When the maximum authentication message size is 4096
' ’ bytes [3], the transmission delay is about 20 milliseconds with
V. NUMERICAL RESULTS the assumption of 2 Mbps link capacity [26]. The value§of

In this section, we evaluate the effects of mobility and traﬁndTg come from [26]. By assuming one network domain is
i ' o X DIty about100km? with radius6km, the value of the propagation
fic patterns on authentication cost(:), delay,T'(i), and call

dropping probability,P(i), at different security levels. time, 7, can be determined and shown in Table IV.

A. Assumptions and Parameters B. Effects of Mobility Pattern at Different Security Levels

The numerical results are proposed with the assumptions in-The effects of mobility pattern on the authentication cost, de-
troduced in Section Ill and IV-A.3. In Section IIl, we considefdy, and call dropping probability are shown in Fig. 8, 9, and 10.
an MU roaming in a foreign network shown in Fig. 2. The redh these figures, we illustrate the relationships between the resi-
idence time of the MU in a subnet of the network domain @ence time of an MU in a subnet, authentication cost, delay, and
assumed to be Gamma distribution with mean valge,.. The call dropping probability, respectively.

Call arrival rate of the MU is assumed to be Poisson procesdn Fig. 8, authentication costs at different security levels de-
with exponentially distributed inter-arrival time with mean valuerease with the increase of the residence time of an MU in a sub-
1/, and the call duration time of the MU is assumed to be eret because the longer an MU stays in the subnets, the less the
ponential distribution with mean valug'n. intra-domain handoff authentication requests. And, if the resi-

In Section IV-A.3, we further assume thaf/M /1 queues dence time of an MU approaches to infinity, the authentication
are used at APs, authentication servers such as LAS and HASst will be stable on the session authentication cost because
and HAs with service ratg, and arrival rate of authenticationonly session authentication exists in this case. Moreover, we can
requests\,. Let¢ = u, — A,. According to (16), the service see that the security levels have different effects on the cost at the
and waiting time at an AP, authentication server, and HA, e.game residence time in a subnet. The higher the security level,
T,, Ts, andT,, become the random variables with identicahe more the authentication cost because higher security levels
exponential distribution with mean valug¢. The parameters to impose more effort to provide secure services. For example, if
evaluate the authentication cost and delay are shown in Table W& degrade the security level from 4 to 3, the authentication cost

There are many ways to decide the values for the autheg@n be reduced up 82%.
cation costs. For example, the authentication cost for signalingrig. 9 illustrates the effect of residence time on the authenti-
can be measured with the number of messages, and the autbatien delay. As we can see, the authentication delay decreases
tication cost for encryption can be measured with the numbeith the increase of the residence time of an MU in a subnet.

10



Similar with the authentication cost, this trend is due to the de-

Authentication Time vs. Residence Time

crease in the intra-domain handoff authentication requests. And —>— Authentication Time at Security Level 1 ‘

the higher security level causes more authentication delay be "6 Authentioation Time at SEESI:% E

cause of more operations needed for more secure services. Tk 065~ Authentication Time at Security Level 4 1

improvement of authentication delay by changing security level 3 T

from 4 to 3 is around 0.1 seconds. g o6 on Tyl 1
The effect of call dropping probability in authentication is 3 \\\* FARED- Sl O SR

shown in Fig. 10. The call dropping probability increases with é 0.55 \\\\+\\\+ © ST

the increase of the residence time of an MU in a subnet. Wher £ T S

the residence time of an MU in a subnet increases, the arriva £ 1

rate of intra-domain handoff authentication requests will de- §

crease. Then, the session authentication requests become tl sl T b > > 5 4

major part of the authentication requests. Note that the call '

dropping probability for session authentication is far more than

that in intra-domain handoff authentication due to the longerau- %% ¢ 12 15 18 21 24 27 30

thentication delay caused by the remote authentication. The cal
dropping probability will approximate the call dropping proba-
bility in session authentication if the residence time of an MU
goes to infinity. In other words, the upper bound of the call

lay, and call dropping probability at different security levels are
demonstrated in Figs. 11, 12, and 13.

Figs. 11 and 12 show that the authentication cost and delay 10
increase with the call arrival rate of an MU. As shown in (5)
and (6), the authentication cost and delay are proportional to the ~ °
call arrival rate\,, since)g, (8 = 1,2,3) are proportional to

=
a

. - . S - Call Dropping Probability vs. Resid Ti
dropping probability can be achieved when the authentication x10” 27 ~ToPpIng TTOPERTTY v, Mesidence me
: L . . Call Dropping Probability at Security Level 1
requests are asﬂessmrauthgnncatlon r(_aqugsts. Similar with the 16 . cal DIEEB;ES p:gb:bh;g :: 3223;3 Level 2 i
cost and delay, call dropping probability is greatly affected by bl g:” B:ggg:zg g:gggg:::g a 2223:3 tgzg:i
the securit level. When the security level increases from 3to 4,  14F RS T At S
call dropping probability increases about 45%. > 4" e
z 12 1
8
Authentication Cost vs. Residence Time <)
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208 7 Fig. 10. Call Dropping Probability vs. Residence Time in a Subnet.
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C. Effect of Traffic Load at Different Security Levels ‘g . R o
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The effects of traffic pattern on the authentication cost, de- £ % PO SR RS St e
3
<

A.. Moreover, a higher security level needs more cost and delay 005 006 007 008 009 010 011 012 013 014

than a lower one. For example, if the security level increases
from 1 to 2, the authentication will need about 7 times more
cost and 29% more time than those at security level 1.

As for the call dropping probability at different call arrival

rates, the call arrival rate of an MU does not affect the call droping probability computed in the cases of intra-domain handoff
ping probability. As we can see in (75,(¢) is average call drop- authentication, session authentication, and inter-domain hand-

11

Residence Time in a Subnet (minutes)

Fig. 9. Authentication Time vs. Residence Time in a Subnet.

B s s £

& £ . '

Call Arrival Rate ()\u, times/minute)

Fig. 11. Authentication Cost vs. Call Arrival Rate.



Authentication Time vs. Call Arrival Rate

work provides an in-depth understanding of the authentication

- ﬁumengca:ion $ime a gecur?ty teve: ! ‘ ‘ impact, and demonstrates a framewaork for the future design of
0.4 Authentication Time at siiﬂﬁz Level 3 ) efficient authentication schemes for wireless IP networks.
0.38|_© - Authentication Time at Security Level 4 | : P ,g/ T4
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