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Abstract
Traditional Call Admission Control (CAC) schemes

only consider call-level performance and are believed
to be sufficient for the circuit-switched wireless net-
work. Since the future wireless network will become
packet-switched, the packet-level performance should
not be ignored. This is especially true when the TCP-
type of applications are running over such packet-
switched wireless networks, because TCP congestion
control algorithm will exhaust all the available re-
source until packet loss occurs. In order to regulate the
TCP applications to friendly coexist with other types
of services, we propose a TCP-aware CAC scheme.
We analyze the system performance under the sce-
nario that call holding time is independent of the sys-
tem state. Simulations results for different perfor-
mance metrics are presented to show that the pro-
posed scheme can effectively improve the system per-
formance in terms of call blocking probability, call-
level throughput (call/min) and the link utilization.

1 Introduction
Currently, TCP [1] is responsible for carrying more

than 90% of data and 80% applications generated in
the Internet. Due to the enormous success of TCP
in the wired network [2, 3, 4], it is assumed to be re-
sponsible for carryiong data transmission over a wire-
less environment and extensive research has been con-
ducted to make the TCP transmission over wireless
networks feasible. Examples include ATCP [5], M-
TCP [6], I-TCP [7], among others.

A key feature of the TCP congestion control
is so called the Additive-Increase-Multiple-Decrease
(AIMD) algorithm. If there is no packet loss or ECN
mark within the current round trip time (RTT), the
window size is increased by one during the next RTT;
Otherwise, the window size is halved. Even though the
existing literature regarding TCP over wireless varies
in different aspects, they share a common TCP con-

gestion control algorithm, i.e., AIMD, which deter-
mines the packet-level TCP dynamics and the associ-
ated performance for a packet-based network.

Since the packet-switched technology yields more
efficient utilization of the scarce wireless resource
than that of circuit-switched networks, the future 3G
and 4G wireless network will be packet-based net-
works [8, 9] and this is especially true for 4G system.
(We note that 3G is a circuit and packet switched net-
work, but 4G will be a pure packet-switched network.)
In a packet-switched wireless network, the packet-level
dynamics will affect the call-level performance as we
will illustrate later on, and thus both the packet-level
and the call-level have to be considered by Call Ad-
mission Control (CAC).

Traditionally, CAC schemes in wireless networks
deal only with call-level performance metrics: call
blocking probability and handoff dropping probabil-
ity [10, 11, 12, 13]. Recently, CAC schemes in [14, 15,
16] take packet-level performance into account. The
authors propose an efficient CAC scheme for hetero-
geneous services in wireless ATM networks in [15, 16].
The packet-level constraints such as delay and jit-
ter are considered to guarantee predefined QoS. A
higher priority is assigned to handoff calls to improve
the handoff dropping probability by reserving certain
amount of bandwidth for potential handoff calls, and
such guard-channel type of idea is widely applied to
the CAC field as in [13]. Their simulation results indi-
cate that the proposed CAC scheme can achieve both
packet-level and call-level performance in terms of link
utilization and handoff dropping probability.

However, none of these schemes has considered the
effect of TCP applications on the packet-level perfor-
mance. As TCP will be responsible to carry data over
the future packet-switched wireless network, it would
be important to investigate the effect of TCP algo-
rithm on CAC. Intuitively, the AIMD algorithm makes
the TCP call keep increasing the rate injecting to the
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network until there is a packet loss due to the lim-
ited capacity. There are two implications by such an
AIMD algorithm. First, TCP call based on AIMD al-
gorithm will exhaust all the available system capacity
and thus the system will block/reject any subsequent
call requests coming in, degrading the call-level perfor-
mance (call blocking probability and handoff dropping
probability). Second, once there is a packet loss, the
TCP call will decrease the sending rate by half, which
could be far below the system capacity, and hence lead
to poor packet-level performance (i.e., low link utiliza-
tion).

In order to overcome these problems for TCP algo-
rithm over a packet-switched wireless network, in this
paper, we first layout a two-level framework to allow
us investigate CAC over the future packet-switched
wireless networks. Based on the framework, we then
propose a TCP-aware CAC scheme that takes the ef-
fect of AIMD algorithm into consideration. The idea
is that the system will intentionally control the packet
loss rate of TCP calls based on the current system
status. In particular, if the system is under light load
(i.e., the number of calls in the system is small), the
system will choose smaller packet loss probability of
TCP calls to achieve higher average TCP throughput.
(TCP throughput is roughly inversely proportional to
the square root of the packet loss probability.) In
contrast, if the system is under heavy load (i.e., the
number of calls in the system is large and the sys-
tem capacity is nearly fully-utilized), the system will
impose higher packet loss probability to reduce the
throughput of the ongoing TCP calls, and this allows
the system to accommodate more call requests to re-
duce the blocking probability. Our results show that
by dynamically controlling the packet loss probabil-
ity of the TCP calls, we can effectively regulate the
system to yield the desirable performance metrics of
both the call level (e.g., smaller call blocking probabil-
ity and higher call-level throughput (call/min)), and
the packet level (e.g., higher link utilization).

2 Preliminary: TCP AIMD Algorithm

The main feature of TCP congestion control algo-
rithm is characterized by TCP AIMD [1]. Specifically,
assume that the window size of a TCP source in the
current round trip time (RTT) isW . If all theW pack-
ets are transmitted successfully to the destination, the
TCP source will inject W+1 packets in the next RTT.
If at least one of the W packets is lost, the TCP source
will reduce the window size to W/2. In this paper we
assume that packet loss due to the wireless link is han-
dled by physical or MAC layer such that TCP source

can distinguish whether the loss is due to congestion
(i.e., buffer overflow) or wireless link. Without conges-
tion signal, the TCP sources will keep increasing the
rate injecting to the network until packet loss occurs.
In other words, the capacity of a base station (BS) will
be fulfilled sooner or later and packet arrivals when the
buffer is full will be dropped by the BS and become the
congestion signal for the TCP sources to reduce their
sending rates. In this situation, the average through-
put of a TCP call can be expressed by the well-known
formula [17]

E{TCP} ≈ 1
RTT

√
3

2p(t)
, (1)

where p(t) is the packet loss probability.

3 System Model
We study a packet-switched wireless network sup-

porting multiple classes of services as in [18, 19]. Un-
like traditional CAC scheme for wireless networks that
only takes call-level performance metrics into account,
we look at a system with two-level considerations: call-
level performance and packet-level performance.

At call-level, the BS will allocate radio resource to
the call request–either new call or handoff call request.
Each class of calls is characterized by call arrival rate,
and service holding time, etc., while the packet-level
features are characterized by the QoS profile that de-
scribes the packet arrival rate, packet service rate and
packet loss requirement. Different classes may have
different packet loss ratio. For example, the voice traf-
fic requires much smaller loss ratio than data traffic
does, and in practice, the real time traffic has more
stringent loss requirement than the non-realtime traf-
fic.

The interaction between call level and packet level
is the following. If a BS accommodates more call re-
quests into the system and each request has certain
amount of data to be transmitted, the overall sys-
tem load in terms of packets (average packet arrival
rate) will increase, which becomes the ‘action’ of the
call level on the packet level. Hence, at the packet
level, the system with fixed capacity (bits/sec) is more
likely to be overwhelmed by the increase in the num-
ber of calls. In other words, the probability of pack-
ets dropped due to buffer overflow is increased. Since
each type of service has certain QoS constraints (e.g.
the packet loss probability being less than some prede-
fined value), in order not to violate the QoS agreement
with the ongoing users, the system would control the
admission of the arrival request and this becomes the
‘reaction’ of the packet level to the call level.
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In order to quantify the system behavior, we sum-
marize system parameters in Table 1 that will be used
in the rest of the paper.

Table 1: System parameters: call level and packet
level.
Call Level

K number of classes, k = 1, 2, ...,K
Λk call arrival rate of class k (call/min)
Ψk call service rate of class k (call/min)
P k

b call blocking probability of class k
Packet Level

C system capacity (bits/sec)
C̃ QoS guaranteed capacity
p QoS guaranteed packet loss prob.
pu

T upper bound of TCP packet loss prob.
pl

T lower bound of TCP packet loss prob.
p(t) packet loss prob. of TCP call

B buffer size (pkt)
λk packet arrival rate of class k (pkt/sec)
µk packet service rate of class k (pkt/sec)

4 TCP-Aware CAC Scheme
In this section, we present our TCP-aware CAC

scheme and describe how the packet-level dynamics
affects the admission control at call level. Generally,
the QoS profile for each class of calls is fixed. For ex-
ample, the packet arrival rate of voice traffic is fixed
and the packet loss probability of voice traffic should
be less than a certain fixed threshold. If the system
serves only for those classes of calls with fixed QoS
profile, the system does not have any flexibility to deal
with (either accept it with guaranteed QoS, or reject
it). However, for a TCP call, the QoS requirement is
not fixed, but falls into a wide range, because TCP is
a self-adaptation protocol. If there is more bandwidth
available, TCP will increase the transmission rate. If
there is little bandwidth left in the system and conges-
tion happens, TCP will reduce the transmission rate
to fit the available bandwidth. Thus, TCP itself is ca-
pable of coping with a wide range of situations and this
feature allows the BS to have the flexibility to control
the TCP calls. For example, if there is a new call re-
quest and the system has no enough resource (i.e., the
total packet arrival rate is near the threshold) to admit
this call directly, instead of rejecting the call immedi-
ately, the system will try to reduce the transmission
rate of TCP call by controlling the packet loss proba-
bility, p(t) (cf. (1)) of TCP calls to make some room
for the new call request. This increases the chance

of accommodating the new call request and decreases
the call blocking probability. Next, we will illustrate
how our TCP-aware CAC works in detail.

Algorithm 1 TCP Aware CAC: New Call Admission.
Require: Base Station (BS) status
1: A new call request ‘m’ arrives
2: if BS has enough resource then
3: Accept ‘m’
4: else
5: “TCP Call Adjustment” /∗ adjust TCP calls

∗/
6: if BS has enough resource after TCP adjust-

ment then
7: Accept ‘m’
8: else
9: Reject ‘m’

10: end if
11: end if

Algorithm 2 TCP Aware CAC: TCP Call Adjust-
ment.
Require: p(t), pU

T , C̃, QoS profile of call ‘m’, Em is
the average transmission rate of call ‘m’.

1: n1 ← the number of TCP call in the system
2: λ← the total packet arrival rate
3: for i = 1 to n1 do
4: /∗ reduce TCP call’s transmission rate ∗/

∆λ← 1
RTT

√
3

2p(t) − 1
RTT

√
3

2pU
T

5: λ← λ−∆λ
6: if λ+ Em ≤ C̃ then
7: Accept ‘m’
8: Return “True”
9: end if

10: end for
11: Reject ‘m’
12: Return “False”

When there is a call request arrival at the system,
if it is a handoff call, the BS will accept the call re-
gardless of what class it belongs to. The system will
not suffer the handoff dropping problem at call level
at the expense of increasing likelihood of packet loss
at packet level 1. If the call request is a new call, the
BS will examine whether there are enough resource or
not. That is, the total packet arrival rate is smaller

1An alternative approach is not to admit the handoff call un-
conditionally. Rather, the base station will accept the handoff
request based on the packet-level constraint. There is a tradeoff
between handoff dropping probability and packet loss probabil-
ity.
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than the QoS guaranteed capacity C̃ or not (C̃ is ob-
tained in Section 5.1). If true, the BS will accept the
request; If not, the BS will proceed TCP call adjust-
ment (cf. Algorithm 2). After TCP call adjustment,
if the system has enough resource, the call request will
be accepted, otherwise, the call will be rejected. This
is the algorithm for new call admission displayed in
Algorithm 1. We note that Algorithm 1 mainly deals
with call-level decision, and the packet-level considera-
tion is reflected in Algorithm 2: TCP call adjustment.
The idea of Algorithm 2 is that the BS will enumerate
all the ongoing TCP calls and reduce the packet-level
transmission rate of TCP calls. Hence, the total trans-
mission will be decreased until there is enough room
to accommodate the new request. If there is still no
enough capacity to accept this call after this enumer-
ation, the call request will be rejected.

5 Performance Analysis
In this section, we analyze the system performance

under the assumption that the service holding time
is independent of the transmission rate as commonly
assumed in most of the existing CAC literature [13,
12];

Before we analyze the call-level performance, we
first present the effect of TCP flows on the packet
level. Next, we describe a general form for the call
blocking probability, and then we present the analysis
for Cases I and II as a special case of the general form,
respectively.

5.1 The Effect of TCP Flows on the
Packet Level

Define x = (x1, ..., xK), where xk is the number of
calls of class k. For convenience, we assume the 1st

class traffic is TCP call and the average throughput
of TCP call E{TCP} is given by (1). Let E{Xk} be
the average packet-level throughput of class k (k =
2, ...,K), which is determined from the predefined QoS
profile. Let Ω be the set of all the admissible/possible
states in the system and Ωk ⊂ Ω, (k = 1, ...,K) be the
set of all the ‘boundary states’. We formulate Ω and
Ωk as follows.

Ω =

{
x ∈ Z

+K

∣∣∣∣∣x1E{TCP}+
K∑

k=2

xkE{Xk} ≤ C̃
}
,

and

Ωk =

{
x ∈ Ω

∣∣∣∣∣x1E{TCP}+
K∑

k=2

(xk + 1)E{Xk} > C̃

}
,

for k = 2, ...,K, and

Ω1 =

{
x ∈ Ω

∣∣∣∣∣(x1 + 1)E{TCP}+
K∑

k=2

xkE{Xk} > C̃

}
.

Here, C̃ (QoS guaranteed capacity in Table 1) is
the maximum total packet arrival rate to the system
packet-level with QoS guarantee. In other words, if
the total packet arrival rate is greater than C̃, then
the system cannot guarantee the predefined QoS re-
quirement such as packet loss probability.

The packet loss probability and the induced C̃ can
be obtained by many existing stochastic loss mod-
els such as: M/M/1 model [20]; effective bandwidth
model [21]; Gaussian approximation model [22]. For
example, an M/M/1 model assumes that the total ar-
rival rate of all the classes follows Poisson process with
mean λ and the service time of each packet is exponen-
tially distributed with mean 1/µ. In this model, the
service rates for different class are assumed to be the
same and the total arrival rate λ is simply the summa-
tion of the arrival rate of each class. If we denote by
ρ = λ

µ the traffic intensity, and the packet loss prob-
ability is given by P{loss} = 1−ρ

1−ρB+1 ρ
B , where B is

the base station’s buffer size in Table 1. For any given
packet-levle QoS requirement p, i.e., P{loss} ≤ p,
we set C̃ as the maximum packet arrival rate under
this constraint, i.e., C̃ = max

{
λ
∣∣∣ 1−ρ
1−ρB+1 ρ

B ≤ p
}

. Fi-
nally, we know that by changing the packet loss prob-
ability p(t), we can control E{TCP} according to (1)
and thus also control the induced state space Ω and
boundary states Ωk.

5.2 Call Blocking Probability
Suppose in general that the call arrival process for

class k is state-dependent Poisson process with mean
Λk(x) and the service holding time is exponential with
mean 1/Ψk(x), which means both the arrival process
and the service process are state dependent processes.
We borrow some notations from [23] and define the
K−dimensional base vector ei, for i = 1, ...,K as all
the elements are zeros except for ith element is 1, and
the function T j

i (x) as T j
i (x) = x− ei + ej , i.e., a tran-

sition where a single flow from ith class departs and
a single flow from jth class arrives to the system. In
particular, T k

0 (x) (T 0
k (x)) denotes an arrival (a depar-

ture) of a flow from class k given that the current state
is x.

Consider a given state x ∈ Ω with stationary prob-
ability P (x). The transition rate out of the state x,
denoted as A(x,→), and the transition rate into the
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state x, denoted as B(→, x), can be written as

A(x,→) =
{

Λk(x) if T k
0 (x) ∈ Ω

xkΨk(x) if T 0
k (x) ∈ Ω

B(→, x) =
{

Λk(T 0
k (x)) if T 0

k (x) ∈ Ω
(xk + 1)Ψk(T k

0 (x)) if T k
0 (x) ∈ Ω

where k = 1, ...,K. Therefore, by combining A(x,→)
and B(→, x) with the stationary probability distribu-
tion P (x), we can obtain the general form of steady-
state balance equations for all x as follows:
[

K∑

k=1

Λk(ω)1{T k
0 (ω)∈Ω} +

K∑

k=1

nkΨk(ω)1{T 0
k (ω)∈Ω}

]
P (ω)

=
K∑

k=1

Λk(T 0
k (ω))P (T 0

k (ω))1{T 0
k (ω)∈Ω}

+
∑K

k=1 (nk + 1)Ψk(T k
0 (ω))P (T k

0 (ω))1{T k
0 (ω)∈Ω},

where Λk(x) and Ψk(x) are state-dependent arrival
and departure rate, respectively, and

∑
x∈Ω P (x) = 1.

Then, the blocking probability of class k, P k
b , can be

written as

P k
b =

∑

x∈Ωk

P (x), (2)

Remark: From (2), we can clearly see the effect of
packet-level dynamics on the call-level performance re-
flected by the definition of Ω and Ωk. Different packet
loss probabilities p(t) result in different Ω and Ωk, and
hence the induced call-level performance will be differ-
ent.

Throughout this paper we assume that the call ar-
rival rate of class k is independent of the current sys-
tem state, i.e., Λk(x) = Λk. In Case I, since we as-
sume that the service holding time is independent of
the transmission rate, it is independent of the system
state, i.e., Ψk(x) = Ψk for all x. So, by solving (2)
with Λk and Ψk, the P (x) will be of a product form
as follows:

P (x) =
Φ(x)
Φ(Ω)

, x ∈ Ω, (3)

where Φ(x) is given by

Φ(x) =
K∏

k=1

Λxk

k

Ψxk

k xk!

and the normalizing factor Φ(Ω) is Φ(Ω) =∑
x∈Ω Φ(x). Then, the blocking probability P k

b for
Case I can be calculated from (2).

Note that we analyze the performance under the
another assumption as well. We consider the service
holding time of a TCP call depends on its transmis-
sion rate (i.e., Ψ1 is state dependent). Due to the
space limit, we refer to our technical report for the
detail [24].

6 Simulation Results
In this section, we present extensive simulation re-

sults of our TCP-aware CAC scheme and investigate
its performance under the assumption described in
Section 5. Due to the space limit, we refer to our
technical report for the more simulation results [24].
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Figure 1: The blocking probability of Class 1 for
different TCP AIMD control: p1 = 0.1667, p2 =
0.0938, p3 = 0.0600, p4 = 0.0417 corresponds
to E{TCP}1 = 3, E{TCP}2 = 4, E{TCP}3 =
5, E{TCP}4 = 6 pkt/sec, respectively.

The system parameters used in the simulation are
as follows. We consider two classes of calls and note
that our scheme are quite general and could be effec-
tively applied to the system with more classes. class
1 is TCP call with the transmission rate controlled
by the packet loss probability p(t) (the value of p(t)
is set according to different scenarios) and class 2 is
the voice-type call with average transmission rate of
E{voice} = 2 (pkt/sec), which could correspond to
the voice transmission rate ranging from 2 kbps and 8
kbps by choosing different packet sizes [25]. The call
arrival processes for both classes are characterized by
Poisson process with mean rate λ1 and λ2, respec-
tively, and the transmission time is exponentially dis-
tributed with mean 1/µ1 and 1/µ2, respectively. The
performance metrics consist of call blocking probabil-
ity 2 and throughput (call/min) for call level, and link

2In order not to distract from our focus, we do not consider
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utilization for packet level.
We present simulation results when the service

holding time is independent of transmission rate, and
hence is irrelevant to packet loss probability p(t).
Then, we fix p(t) during the simulation as p and in-
vestigate the system performance under different p de-
noted as pi. We show that different packet loss proba-
bility results in different system performance and thus
by controlling pi of TCP flows, we can make the sys-
tem yield the desirable performance.
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Figure 2: The blocking probability of Class 2 for
different TCP AIMD control: p1 = 0.1667, p2 =
0.0938, p3 = 0.0600, p4 = 0.0417 corresponds
to E{TCP}1 = 3, E{TCP}2 = 4, E{TCP}3 =
5, E{TCP}4 = 6 pkt/sec, respectively.

We know that different pi corresponds to differ-
ent average throughput of TCP calls denoted by
E{TCP}i. Figures 1 and 2 display the blocking prob-
abilities with the increase of arrival rate of class 1,
while keep the arrival rate of class 2 fixed i.e., λ2 = 2.
We plot both the simulation results (the legends with
markers but no lines) and the theoretical results, i.e.,
P k

b derived based on (3), (the legends with lines but
no markers) for the purpose of comparison. We can
see the simulation results are in good agreement with
the theoretical results for both Figures.

Moreover, Figure 1 shows a clear trend that with
the decrease of p (i.e., the increase of average TCP
throughput), the blocking probability of class 1 in-
creases. However, this trend is violated in Figure 2
when the arrival rate is larger than 15 (call/min) (cf.
p3 and p4). There is a trade off between p3 and p4,
i.e., the blocking probability of class 1 of p3 is smaller
than that of class 1 of p4 in Figure 1, but the block-
ing probability of class 2 of p3 is larger than that of

the handoff call specially.
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Figure 3: The throughput of Class 1 for different
TCP AIMD control: p1 = 0.1667, p2 = 0.0938, p3 =
0.0600, p4 = 0.0417 corresponds to E{TCP}1 =
3, E{TCP}2 = 4, E{TCP}3 = 5, E{TCP}4 = 6
pkt/sec, respectively.

class 2 of p4 in Figure 2. Even though the underlining
reason is not quite clear yet, the results indicate that
there may exist tradeoff among different classes under
some situations. However the overall trend is that the
blocking probabilities increase with the decrease of p.
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Figure 4: The throughput of Class 2 for different
TCP AIMD control: p1 = 0.1667, p2 = 0.0938, p3 =
0.0600, p4 = 0.0417 corresponds to E{TCP}1 =
3, E{TCP}2 = 4, E{TCP}3 = 5, E{TCP}4 = 6
pkt/sec, respectively.

Figures 3 and 4 plot the call-level throughput
(call/min) of class 1 and class 2 as the arrival rate
of class 1 varies. Similarly to the blocking probability
in the previous two figures, the simulation results and
theoretical results are provided. Again, we can see the
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simulation results match the theoretical results. The
reason is that since the call-level throughput is equal
to the arrival rate times the non-blocking probability,
i.e., λ×(1−P k

b ), Figures 3 and 4 are the consequence of
Figures 1 and 2, where the same reasoning is applied.
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Figure 5: The link utilization for different TCP AIMD
control: p1 = 0.1667, p2 = 0.0938, p3 = 0.0600, p4 =
0.0417 corresponds to E{TCP}1 = 3, E{TCP}2 =
4, E{TCP}3 = 5, E{TCP}4 = 6 pkt/sec, respectively.

The simulation results of link utilization under dif-
ferent p are plotted in Figure 5 indicating that the
link utilization is increased as the decrease of p. The
reason is that because the channel holding time is not
related to the transmission rate, the decrease of p im-
plies higher transmission rate and thus contributes to
higher link utilization.

Overall, Figures 1 to 5 show that by increasing the
average packet loss probability of TCP call, p, the
system will have reduced call blocking probability, in-
creased throughput at the slight expense of link uti-
lization.

In addition, we simulate the service holding time of
a TCP call depends on its transmission rate (i.e., Ψ1

is state dependent), that shows that our TCP-aware
CAC improves system performance at packet level and
call level [24].

7 Conclusion
Traditional Call Admission Control (CAC) schemes

only consider call-level performance and are believed
to be sufficient for the circuit-switched wireless net-
work. Since the future wireless network will become
packet-switched, the packet-level performance cannot
be ignored. This is especially true when the TCP-type
of applications are running over such packet-switched
wireless networks, because TCP congestion control al-
gorithm will exhaust all the available resource until

packet loss occurs. In order to regulate the TCP ap-
plications to friendly coexist with other types of ser-
vices, we have proposed a TCP-AIMD aware CAC
scheme based on a two-level framework that takes
both the call-level and the packet-level performance
into account. The performance of our scheme is an-
alyzed at two levels, respectively, and the interaction
between two levels is discussed. Our simulation results
show that the proposed scheme can effectively improve
the system performance such as call blocking proba-
bility (call-level metric), throughput (calls/min, call-
level metric), and link utilization (packet-level metric),
which are in good agreement with our analysis.
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