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Abstract—A mobile cloudlet is a set of resource-rich mobile
devices—referred to as cloudlet nodes—that an initiator mobile
device can connect to for services. In this paper, we examine
the fundamental mobile cloudlet properties that unfold whether
and when a mobile cloudlet can provide mobile application ser-
vice. Specifically, we investigate the cloudlet size, cloudlet node’s
lifetime and reachable time. Traces and mathematical analysis
demonstrate that 1) the more frequently mobile devices meet, the
larger the pool of computing resources an initiator can access; 2)
intermittent connection between devices has little adverse effect
on the optimal computing performance of mobile cloudlet in
the long run; 3) the ratio E(TC)/[E(TI) + E(TC)] indicates the
connection likelihood of an initiator and a cloudlet node (i.e.,
reachability of the cloudlet node), where TC and TI are their
contact and inter-contact time. We further derive upper and
lower bounds on computing capacity and computing speed of
a mobile cloudlet. An initiator can use both bounds to decide
whether to offload its task to remote clouds or local mobile
cloudlets for better mobile application services.

I. INTRODUCTION

With the emerging cloud computing [1] and the explo-

sive growth of mobile applications, mobile cloud computing

(MCC) has become a promising technology for mobile ser-

vices. In MCC, mobile devices, such as smart phones and

tablets, can offload data storage and computational task onto

the cloud through wireless communications, thereby over-

coming their limited capabilities regarding processing power,

storage capacity, and battery lifetime [2].

Traditionally, MCC uses the client-server communication

model [2, 3] shown in Fig. 1. The remote cloud provides

data storage and computing service while mobile devices are

clients to access the service through wireless networks, mainly

cellular and WLAN (Wireless Local Area Network). When

accessing a remote cloud is costly due to long WAN (Wide

Area Network) latencies, a mobile user can exploit nearby

computers [4, 5] that are well-connected to the Internet and

uses cloud service over a high-bandwidth WLAN. The vast

computation resources on remote cloud servers can enable

computation intensive applications, such as image processing

for video games, optical character recognition (OCR), and

augmented reality, run on mobile devices.

On the other hand, a peer-to-peer communication model

for MCC [6–9] is proposed in light of the increasing memory

and computational power of mobile devices [10]. As shown

in Fig. 2, a group of nearby mobile devices can connect by

WiFi or Bluetooth to form a mobile cloudlet, in which mobile
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Fig. 1. MCC uses remote cloud. Fig. 2. MCC uses mobile cloudlet.

devices (referred to as cloudlet nodes) can be computing

service providers as well as clients of the service. By dividing

the task among cloudlet nodes, the initiator mobile device

could speedup computing and conserve energy. Users can get

direct cloud computing access instantly through interactions

among one another, eliminating the communication latency

and data roaming charges introduced by the cellular networks.

Mobile cloudlet is appealing to users pursuing a common goal

in group activities, such as multimedia sharing for audience at

an event and language translation for a group of tourists in a

foreign country. The major concern of using mobile cloudlet

resides in the limited computing power of mobile devices and

the unstable connections between cloudlet nodes due to node

mobility. Hence, a fundamental question for mobile cloudlet

development is whether and under what conditions mobile

cloudlet is feasible for providing mobile application services.

To answer this question, we study the computing perfor-

mance of a mobile cloudlet through investigating the properties

of a mobile cloudlet with respect to cloudlet size, cloudlet

node’s lifetime and reachable time. Cloudlet size is defined as

the number of mobile devices that a mobile initiator encounters

within time τ . Cloudlet size decides the potential computing

resources in a mobile cloudlet. A cloudlet node’s lifetime

is from its first contact to its last contact with an initiator

before the task expires. A cloudlet node’s lifetime is its

maximum time to perform computation for an initiator, thus

relates to the optimal computing performance of the mobile

cloudlet. Reachable time is the total contact duration between

a cloudlet node and the initiator within time τ , reflecting the

cloudlet node’s connection likelihood for task dissemination

and retrieval. These properties not only determine how much978-1-4799-3360-0/14/$31.00 c© 2014 IEEE
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computing resource a mobile cloudlet can provide but also

implicate how reliable a mobile cloudlet is.

The definitions of cloudlet properties imply that they are

determined by the contact and inter-contact between mobile

devices. Hence, we examine the mobile cloudlet properties

using contact-based mobility traces and mathematical analysis

of the alternating contact and inter-contact process between

mobile users. Traces and analysis results together prove that

the mobile cloudlet size follows negative exponential growth

with parameter 1/E(TI), and the expected lifetime and reach-

able time grow linearly with τ with the increase rates 1 and

E(TC)/[E(TC) + E(TI)], where E(TC) and E(TI) are the

expectations of contact and inter-contact time. Our results

suggest that 1) the more frequently mobile devices meet

each other, the larger the pool of computing resources the

initiator can access; 2) a cloudlet node’s lifetime is close to τ
when τ is large, indicating little adverse effect of intermittent

connectivity on the optimal computing performance of mobile

cloudlet; 3) the ratio E(TC)/[E(TC) + E(TI)] indicates the

probability that a cloudlet node can be reached by the initiator

(i.e., the connection likelihood) for task dissemination and

retrieval, thus can be used for choosing reliable cloudlet nodes.

Based on the above properties of mobile cloudlet, we

study the computing capacity and speed of a mobile cloudlet.

The upper and lower bounds of mobile cloudlet computing

capacity are derived based on the lifetime and reachable time

of cloudlet nodes, respectively. As time τ goes to infin-

ity, the long-term computing speed (the computing capacity

over time τ ) is bounded by two constants (n − 1)V and
(n−1)V E(TC)e−ρ/E(TC )

E(TC)+E(TI) , where n is the number of nodes in

the network, V is the computing speed of each device, ρ is

the maximum transmission time for task dissemination and

retrieval. The bounds on computing capacity and speed of

mobile cloudlet can both be used for an initiator to decide

whether to execute a task in mobile cloudlet or remote cloud.

When the task’s computational demand C (or C/τ ) is larger

than computing capacity (or speed) upper bound, the task

needs to be offloaded to remote clouds for computing; when

C (or C/τ ) is less than computing capacity (or speed) lower

bound, the task can be executed by mobile cloudlet during

contacts of the initiator and cloudlet nodes; otherwise, the task

can be offloaded to either remote clouds or mobile cloudlet.

The rest of this paper is organized as follows: we present

models and definitions in Section II; we study mobile cloudlet

properties using two mobility traces in Section III; in Section

IV, we mathematically analyze mobile cloudlet properties to

validate and augment our trace observations; we derive bounds

on mobile cloudlet computing capacity and speed in Section

V; we conclude this paper in Section VI.

II. MODELS AND DEFINITIONS

A. Network Model

We consider a mobile cloud computing network of n mobile

nodes on a torus surface Ωn = [0,
√

n
λ ], where λ is the spatial

density of mobile users. Suppose each mobile device has a

transmission radius r. Denote by Xt = {X1(t), . . . ,Xn(t)}
the positions of users at time t, two nodes are in contact

if ||Xi(t) − Xj(t)|| ≤ r and out of contact otherwise. We

assume that the mobility process of a node is stationary and

ergodic that a node’s location Xi(·) has uniform stationary

distribution in the network area [11]. Mobility processes of

nodes are independent and identically distributed (i.i.d.).

Without loss of generality, we assume that a mobile user

needs to offload a task to nearby mobile devices at time 0. As

shown in Figs. 3(a) and 3(b), initiator 0 can connect to cloudlet

nodes 1, 2, 3, 4 by direct communication links or multi-hop

communication paths. In the one-hop mobile cloudlet (Fig.

3(a)), direct connections between the initiator and the cloudlet

nodes ensure short delay in task transfer and easy management

of task distribution and retrieval. In the multi-hop mobile

cloudlet (Fig. 3(b)), employing mobile devices in multi-hop

range provides the potential to utilize more devices in a large

area. However, multi-hop communications incur longer delay

and unreliable task dissemination and retrieval due to node

mobility. Fesehaye et al. [5] show that when the maximum

number of wireless hops in a cloudlet is larger than two,

accessing cloudlet nodes incurs longer data transfer delay

than directly accessing remote cloud through 3G/4G network.

Hence, we only consider the more practical one-hop mobile

cloudlet in this paper.

(a) One-hop mobile cloudlet (b) Multi-hop mobile cloudlet

Fig. 3. The initiator device 0 can distribute tasks to cloudlet nodes 1, 2, 3, 4
through one-hop or multi-hop communications.

Apparently, node mobility affects structure of mobile

cloudlet [12]. Specially, how frequent nodes meet and how

long they stay in contact affect the size and stability of a mo-

bile cloudlet. In turn, contact and inter-contact time between

nodes influence the computing capacity and performance of a

mobile cloudlet as tasks can only be distributed and retrieved

when there are communication links between an initiator and

cloudlet nodes.

Contact time TC is also called link lifetime or link duration.

Zhao et al. [13] find that the PDF of link lifetime can

be approximated by exponential distribution with parameter

characterized by the ratio of average node speed to effective

transmission range. Hence, in this paper, we assume that

TC follows exponential distribution with parameter λC . Inter-

contact time TI has been shown to exhibit exponential tail

decay under many mobility models (such as random waypoint

and Brownian motion) [14]. Analysis of a diverse set of mobil-

ity traces [15] also reveals that TI follows a power law decay
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up to a characteristic time, beyond which TI ’s distribution

decays exponentially. For the simplicity of analysis, we assume

that TI has an exponential distribution with parameter λI . Note

that our analysis and results can be easily extended to the case

when TC and TI follow other distributions.

B. Mobile Cloudlet Properties

Suppose the delay requirement of an initiator’s task is τ ,

mobile devices that meet the initiator before the task expires

have the potential to provide computing services, thus can

form a mobile cloudlet for the task computation. We assume

that all nodes are willing to support cloudlet computing.

Hence, a mobile cloudlet is dynamically formed by the nodes

that the initiator encounters over a period of time τ . Formally,

we define a mobile cloudlet as follows.

Definition 1. (Mobile Cloudlet) For τ ∈ R+, let Cτ be the

mobile cloudlet for an initiator vi with a task to compute

within delay τ . Cτ is the set of nodes vi encountered within

time τ , where cloudlet node vj ∈ Cτ if and only if vi 6= vj

and there exists a link between vi and vj at a time 0 ≤ t ≤ τ .

The task dispatching, computing, and retrieving can only

be performed after the first contact between an initiator and a

cloudlet node and before their last contact within time τ . We

find the following definition useful.

Definition 2. (Lifetime) For any cloudlet node vj ∈ Cτ for

an initiator vi, vj’s lifetime LT (τ) = exit − entr, where its

entrance time to Cτ

entr , inf
0≤t≤τ

{t : ||Xi(t) − Xj(t)|| ≤ r},

and its exit time from Cτ

exit , inf
0≤t≤τ

{t : ∀t′ >= t and t′ ≤ τ, ||Xi(t
′)−Xj(t

′)|| > r}.

In an optimal situation, an initiator utilizes a cloudlet node’s

whole lifetime for computing. A cloudlet node receives tasks

at its entrance time; then it can compute the tasks during its

lifetime even when it is not in contact with the initiator; it

sends back the tasks right before its exit time. Hence, the

lifetime of a cloudlet node can be used to provide an upper

bound on the computing capacity of mobile cloudlet.

Nevertheless, the task dissemination and retrieval can only

be performed during the contact period of an initiator and a

cloudlet node. The percentage of time that a cloudlet node is

in contact with the initiator shows how likely the initiator can

reach it . In order to study the reachability of cloudlet nodes

and reliability of a mobile cloudlet, we define the reachable

time RT (τ) as the total contact duration between a cloudlet
node and an initiator within time τ .

Based on these mobile cloudlet properties, we can study

mobile cloudlet computing performance and find out whether

and when a mobile cloudlet can serve mobile applications.

III. MOBILE CLOUDLET IN TRACES

The cloudlet size and cloudlet node’s lifetime and reachable

time are determined by contacts and inter-contacts between the

initiator and cloudlet nodes, which have been studied using

mobility traces in mobile wireless networks. Hence, we start

examining the mobile cloudlet properties using mobility traces.

A. Mobility Traces

Mobility traces record mobile users’ access to base stations

or access points (i.e., infrastructure based traces), or GPS

locations (i.e., GPS based traces), or contact and inter-contact

time (i.e., direct contact based traces). Because mobile cloudlet

exploits contacts among nodes for computing, we choose the

direct contact based traces. Moreover, since mobile cloudlet is

promising for a social group sharing common tasks, mobility

traces of users in social groups are preferred. Therefore, we

select the Cambridge/haggle2009 dataset [16] that includes

several traces of Bluetooth sightings by groups of users

carrying small devices (iMotes) for several days in office and

conference.

In Cambridge/haggle2009 data collection, experiment 2

distributed iMotes to 19 graduate students from the System

Research Group at University of Cambridge for around 5 days

in 2005. Number of contacts, contact and inter-contact time

among nodes were collected. Only 12 iMotes were used to

produce trace file Exp2, while others were discarded because

of hardware resets. Similarly, experiment 3 distributed iMotes

to 50 students attending the student workshop at the IEEE

Infocom Conference in Grand Hyatt Miami from March 7th

to March 10th, 2005. Only 41 iMotes delivered useful contact

information for trace file Exp3.

Exp2 and Exp3 represent node contact on campus and

in conference environments, respectively. In both scenarios,

mobile users are likely to work on a common task due to

their common social activities (i.e., working in the same lab

and attending the same conference). Nearby mobile users

can create computing communities in which mobile devices

can collaboratively execute shared tasks. Thus, properties

of mobile cloudlet extracted from these two trace files can

characterize the real mobile cloudlet system.

B. Cloudlet Size

According to the definition of mobile cloudlet, we ana-

lyze the size of Cτ by calculating the average number of

encountered nodes over time τ in traces Exp2 and Exp3. As

shown in Fig. 4, size of Cτ increases as τ increases. Using

curve fitting, we can see that negative exponential distributions

approximately fit the data in Fig. 4. In other words, the size

of Cτ is a negative exponential function of τ and the number

of nodes n in the network (e.g., the maximum cloudlet size is

11 in trace Exp2).

Besides the network size n and time τ , the exponential

growth rate is vital for cloudlet size. A large growth rate means

that an initiator frequently meets resource-rich devices, thus

likely acquires a large pool of potential computing resources.

On the contrary, a small growth rate means that an initiator

seldom encounters new nodes and can only acquires comput-

ing resources from a small portion of nodes in the network,

which may lead to poor computing performance. We will
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Fig. 4. Sizes of mobile cloudlet Cτ follow negative exponential growth with τ .

further study the increase rate and how it affects the computing

performance of mobile cloudlet through mathematical analysis

in Sections IV and V.

C. Lifetime

Based on Definition 2, node vj’s lifetime in a mobile

cloudlet for initiator vi is from vi and vj’s first contact to their

last contact within time τ . Fig. 5 shows the average LT (τ)
in traces Exp2 and Exp3. LT (τ) increases as τ increases.

Lifetime increases slowly when 80000 < τ < 132000 (about

14-hour period) in trace Exp2 and when 90000 < τ < 129000
(about 11-hour period) in trace Exp3. This is probability

because users have little contact during nights, which is also

observed in cloudlet node’s reachable time in Fig. 6.

From Fig. 5, it is difficult to determine the lifetime when

τ is small because of the randomness of inter-contact time

TI . But, it agrees with our intuition that a node’s lifetime

increases linearly with rate 1 when τ is large as shown in Fig.

5. This implies that for delay tolerant application (i.e., large

τ ), the optimal computing performance of mobile cloudlet—

achieved by exploiting the cloudlet nodes’ whole lifetime for

computing— is hardly influenced by intermittent connections

between an initiator and cloudlet nodes.

D. Reachable Time

The reachable time RT (τ) of a cloudlet node is its total

contact duration with the initiator within time τ . Fig. 6 shows

the average reachable time in traces Exp2 and Exp3, which are

piecewise linear functions. The piecewise linearity is due to

different mobility patterns of users at different times (daytime

and night time). For instance, in trace Exp2, students are

working in the lab during 50000 < τ < 80000 (about 8-hour

period), producing long contact time and short inter-contact

time. This leads to high growth rate of reachable time, as

shown in Fig. 6(a). On the other hand, they have short contacts

and long inter-contacts during off time, which lead to small

growth rate of reachable time. Examining Fig. 6 more closely,

we discover that the increase rate depends on the average

contact time and inter-contact time between two nodes over

the corresponding period of time. For instance, the slope of

segment τ ∈ [44400, 85200] in Fig. 6(b) is 0.01882, which is

very close to average TC/(average TC + average TI )=0.01877

during 44400 < τ < 85200.

Remark 1. In traces Exp2 and Exp3, cloudlet nodes’ reachable

times increase linearly with τ and the increase rates are

approximately average TC/(average TC + average TI ), which

are varying according to users’ mobility patterns. The increase

rate indicates the connection likelihood between an initiator

and a cloudlet node. If an initiator can connect to devices

with high likelihood, it could receive omnipresent and reliable

mobile cloudlet computing service.

IV. MOBILE CLOUDLET PROPERTIES ANALYSIS

In this section, we mathematically analyze the properties of

mobile cloudlet. Our analysis not only confirms our previous

observations but also enables us to investigate the computing

performance of a mobile cloudlet, such as computing capacity

and speed, which determine when a mobile cloudlet is com-

petent for executing mobile applications.

A. Cloudlet Size Analysis

Denote by NCτ
(t) (0 ≤ t ≤ τ ) the number of devices that

an initiator encounters within in time t. Then, NCτ
(0) = N∗,

where N∗ is the number of the initiator’s neighbors at t = 0,

and cloudlet size NCτ
= NCτ

(τ). We can study NCτ
(t) by

superposing multiple 0-1 processes that are sequences of on

(contact) and off (inter-contact) times between two nodes.

Over a period of time t, a cloudlet node and the initiator will

be in contact (on) and inter-contact (off) states alternately. If

this process begins at the origin of a contact or an inter-contact,

it can be modeled as the conventional alternating renewal

process. However, in practice, the choice of time origin does

not always coincide with the beginning of a contact or an inter-

contact. Thus, we adopt the following modified alternating

renewal process.

Definition 3. Define a stochastic process {χ(t), 0 ≤ t < ∞}
with values in an abstract space X = A + B. The process

{χ(t)} assumes the states A and B alternately. Denote by

ξ1, η1, ξ2, η2, · · · the successive sojourn times spent in states

A and B, respectively, where ξ2, ξ3, · · · are i.i.d., η1, η2, · · ·
are i.i.d., while ξ1 has a different distribution. Define S0 =
0, S1 = ξ1, and Sn = ξ1 + η1 + ξ2 + η2 + · · · + ηn−1 +
ξn for n ≥ 2, the process N(t) = maxn≥0{n|Sn ≤ t} is

called modified alternating renewal process. This process is

also called equilibrium alternating renewal process, if ξ1 has
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Fig. 5. Average lifetimes of cloudlet nodes increase approximately linearly with τ when time τ is large.
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Fig. 6. Average reachable times of cloudlet nodes are piecewise linear functions of time τ with slope depending on contact and inter-contact time.

the PDF [1 − Fξ(x)]/E(ξ), where Fξ(x) and E(ξ) are the

cumulative distribution function (CDF) and expectation of ξi

for all i > 1.

Let A and B represent contact and inter-contact states.

When two node are in contact at t = 0, ξ1 = T̃ 1
C (the residual

time of T 1
C), ξi = T i

C (∀i > 1), and ηi = T i
I (∀i ≥ 1);

when two nodes are not in contact at t = 0, ξ1 = T̃ 1
I (the

residual time of T 1
I ), ξi = T i

I (∀i > 1), and ηi = T i
C

(∀i ≥ 1). It is reasonable to assume that the process of contact

and inter-contact between nodes has been running for a long

time before it is first observed. Then ξ1 will have the PDF of

[1−Fξ(x)]/E(ξ) [17]. Therefore, this process can be seen as

an equilibrium alternating renewal process.

Theorem 1. The expectation of cloudlet size is

E(NCτ
) = (n − 1)

[
1 −

(
1 −

πr2

n/λ

)
e−λIτ

]
. (1)

Proof: Assume at t = 0, there are N∗ nodes in the

initiator’s transmission range, NCτ
(t)−NCτ

(0) (t > 0) can be

seen as superposition of n−N∗ − 1 number of 0-1 processes

1{Ni(t)>0}, where Ni(t) has the same distribution as N(t).

NCτ
(t) = N∗+

n−N∗−1∑

i=1

1{Ni(t)>0} = n−1−
n−N∗−1∑

i=1

1{ξ1
i >t}.

It is worth noting that N∗ is a random variable depend-

ing on initial node distribution in the network. Rigorously,

P (NCτ
(t) = k) = E(P (NCτ

(t) = k|N∗)) and E(NCτ
(t)) =

E(E(NCτ
(t)|N∗)). Therefore, NCτ

(t) is determined by the

initial node distribution and the residual inter-contact time

between two nodes. In homogeneous network, N∗ satisfies

P (N∗ = m) = (n−1
m )

(
πr2

n/λ

)m (
1 − πr2

n/λ

)n−1−m

. Then,

NCτ
(t) has a binomial distribution with parameters n− 1 and

πr2

n/λ + FfTI
(t)

(
1 − πr2

n/λ

)
, where FfTI

(t) = P (T̃I ≤ t). Thus,

E(NCτ
(t)) = (n − 1)

(
πr2

n/λ
+

(
1 −

πr2

n/λ

)
FfTI

(t)

)
. (2)

In equilibrium alternating renewal process, the density func-

tion of T̃I is λI [1 − FTI
(x)], where FTI

(x) is the CDF

of TI and λ−1
I =

∫ ∞

0
x ∗ FTI

(dx) =
∫ ∞

0
(1 − FTI

(x))dx.

When the inter-contact time TI follows exponential distribu-

tion with parameter λI , T̃I is identically distributed with TI .

By E(NCτ
) = E(NCτ

(τ)), we prove Eq. (1).

Remark 2. Theorem 1 shows that the expected cloudlet size

follows negative exponential growth with τ , which is consis-

tent with our observation in Fig. 4. Moreover, Theorem 1 gives

the negative exponential growth rate as λI = 1/E(TI). The

smaller E(TI) is, the more nodes an initiator encounters within

time τ , and vice versa. This implies that the more frequently

nodes meet one another and the larger the network size n
is, the more devices are in the mobile cloudlet to provide

computing resources and the better computing performance is

likely to be achieved, and vice versa.

B. Lifetime Analysis

We study a cloudlet node’s lifetime based on the modified

alternating renewal process in Definition 3, and deduce the

following theorem.
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Theorem 2. The expected lifetime of a cloudlet node is

approximately τ − 1
λI

(1 − πr2

n/λ + λC

λI+λC
) when τ is large.

Proof: In equilibrium alternating renewal process in Def-

inition 3, χ(t) = 1 when two nodes are in contact at time t;
χ(t) = 0, otherwise.

(i) When χ(0) = χ(τ) = 1, the node’s entrance time is 0
and its exit time is τ . Clearly, its lifetime LT (τ) = τ .

(ii) When χ(0) = 0, χ(τ) = 1, the node’s entrance time is

ξ1 and its exit time is τ . Then, LT (τ) = τ − ξ1 · 1{ξ1<τ},

where ξ1 = T̃I is the forward recurrence time of TI .
(iii) When χ(0) = 1, χ(τ) = 0, the node’s entrance time

is 0 and its exit time is SN(τ). Thus, LT (τ) = SN(τ) =

τ − ξN(τ) · 1{ξN(τ)<τ}, where ξN(τ) = T̂I is the backward

recurrence time of TI .
(iv) When χ(0) = 0, χ(τ) = 0, if N(τ) = 0, the node’s

lifetime is 0; if N(τ) > 0, the node’s entrance time is ξ1

and its exit time is SN(τ) + ηN(τ). Hence, lifetime equals

[τ−(ξ1+ξN(τ)+1)·1{ξ1+ξN(τ)+1<t})]·1{ξ1<t}, where ξ1 = T̃I

and ξN(τ)+1 = T̂I .
Denote πij(t) as the equilibrium probability, given that

χ(0) = i and χ(t) = j (i, j = 0, 1). Let p0 and p1 denote

P (χ(0) = 0) and P (χ(0) = 1), respectively. Because TI and

TC are exponential random variables with parameters λI and

λC , respectively, T̃I and T̂I have the same distribution as TI

and T̃I + T̂I follows Erlang-2 distribution Erlang(2,λI ). Thus,

E(LT (τ)) = τ2λIe
−λIτπ00(τ)p0 (3)

+ τ [1 + (π01(τ)p0 + π10(τ)p1 + π00(τ)p0)e
−λIτ ]

−
1

λI
(1 − e−λIτ )(π01(τ)p0 + π10(τ)p1 + 2π00(τ)p0),

where p1 = πr2

n/λ and p0 = 1−p1. The equilibrium probability

πij(τ) can be derived based on Cox’s Renewal Theory (Chap-

ter 7.4) [17]: π00(τ) = β+γe−βτ/λC , π01(τ) = γ−γe−βτ/λC ,

π10(τ) = β −βe−βτ/λC , and π11(τ) = γ +βe−βτ/λC , where

β = λC

λI+λC
and γ = λI

λI+λC
. When τ is large, e−λIτ and

e−(λI+λC)τ approach 0,

E(LT (τ)) ≈ τ −
1

λI
(1 −

πr2

n/λ
+

λC

λI + λC
), (4)

i.e., the expected lifetime grows linearly with time τ .
To better understand E(LT (τ)), we have numerical analysis

of E(LT (τ)) to show how E(LT (τ)) changes with τ in Fig.

7. We set p0 = 0.9, p1 = 0.1, λI = 0.0001, and λC = 0.01.

Parameters λI and λC are set to be approximately equal to

1/E(TI) and 1/E(TC) in trace Exp3. Fig. 7 shows that when

τ > 4 × 104, E(LT (τ)) grows linearly with slope 1, which

is consistent with Eq. (4) and Fig. 5 (b). When τ is small

(0 < τ < 1000), the close-up figure shows that E(LT (τ)) is

mainly influenced by τ2.

Remark 3. When τ is small, E(LT (τ)) exhibits quadratic

growth. As τ increases, E(LT (τ)) tends to grow linearly with

slope 1 and the gap between τ and E(LT (τ)) is a constant
1

λI
(1− πr2

n/λ + λC

λI+λC
). This indicates that for application with

long delay tolerance τ , intermittent connectivity between an

initiator and cloudlet nodes has a small constant negative effect
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Fig. 7. Expected lifetime of a cloudlet node grows linearly with slope 1
when τ is large.

on the optimal computing performance achieved when cloudlet

nodes compute task for the initiator throughout their lifetimes.

C. Reachable Time Analysis

In order to study the reachable time RT (τ), i.e., total

contact duration between two nodes within time τ , we rewrite

Definition 3 as follows.

Definition 4. Let {(In, Zn}
∞
n=0 be a bivariate stochastic

process on a probability space (Ω, χ, P ) such that Z0 = 0
and In = 1 − In−1 for all n ≥ 1, where p0 = P (I0 = 0)
and p1 = P (I0 = 1) satisfying p0 + p1 = 1. Assume that,

conditional on In−1, the Zn−Zn−1 for all n ≥ 1 are mutually

independent. Let the conditional distribution of Z1 be F 1
fTC

(F 1
fTI

) if I0 = 1 (0), and the distributions of Zn − Zn−1

conditioned on In−1 be FTC
(FTI

) if In−1 = 1 (0), for all

n ≥ 2. Distributions of F 1
fTC

and F 1
fTI

have density λC [1−FTC
]

and λI [1−FTI
], respectively, where λ−1

C =
∫ ∞

0
FTC

(dx) and

λ−1
I =

∫ ∞

0
FTI

(dx). Then, the point process characterized by

{(In, Zn)}∞n=0, in which In is the point type and Zn is the

waiting time until the nth event, is an equilibrium alternating

renewal process.

The total contact duration between two nodes within time τ
depends on not only distribution of contact time but also the

number of contacts, which can be represented as follows.

Definition 5. Let {(In, Zn}∞n=0 be an equilibrium renewal al-

ternating process. For all τ > 0, let K(τ) =
∑∞

n=1 1Z2n−1≤τ ,
and L(τ) =

∑∞
n=1 1Z2n≤τ . Then, K(τ) (L(τ)) is the odd

(even) counting random variable of the process at time τ .

When I0 = 1, the number of contacts is K(τ) (or K(τ)+1)

if K(τ) = L(τ) (if K(τ) 6= L(τ)). When I0 = 0, the number

of contacts is L(τ) (or L(τ)+1) if K(τ) = L(τ) (if K(τ) 6=
L(τ)). To find out RT (τ), we define the sojourn time of the

equilibrium renewal alternating process as follows.

Definition 6. Let {(In, Zn}∞n=0 be an equilibrium renewal

alternating process with odd (even) counting random variable

K(τ) (L(τ)). Let S0 = T0 = 0, Sn =
∑n

i=1(Z2i−1−Z2i−2),
and Tn =

∑n
i=1(Z2i − Z2i−1), for all n ≥ 1. Then Sn (Tn)

is called the nth sum of the odd (even) states of the process,
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n ≥ 0. For all τ > 0, let

α0(τ) = TL(τ) · 1{K(τ)=L(τ)} + [τ − SK(τ)] · 1{K(τ) 6=L(τ)},

α1(τ) = SK(τ) · 1{K(τ) 6=L(τ)} + [τ − TL(τ)] · 1{K(τ)=L(τ)}.
Then α0(τ) (α1(τ) ) is called the sojourn time of the even

(odd) states of the process. Clearly, α0(τ) + α1(τ) = τ . The

sojourn time in the on state of the process (i.e., total contact

duration) during (0, τ ] is given by

RT (τ) = α0(τ) · 1{I0=0} + α1(τ) · 1{I0=1}. (5)

Lemma 1. For an equilibrium alternating renewal process,

the total contact duration (i.e., RT (τ)) satisfies

E(RT (τ)) = E(α0(τ))p0 + E(α1(τ))p1, (6)

where E(α0(τ)) and E(α1(τ)) are inverse Laplace transform
of Eqs. (7) and (8), respectively, p1 and p0 represent the

probabilities that two nodes are originally in contact and out

of contact, respectively.

Proof: In [18], M.H. Rossiter derived the sojourn time

distribution in on state for a two-state system by applying

Laplace transform and double Laplace transform. For an

equilibrium renewal alternating process, the Laplace transform

of the expected sojourn time in on state conditioning on I0 = 0

L(E[α0(τ)]; s) =
[1 − FTC

(s)]FfTI
(s)

s2[1 − FTC
(s)FTI

(s)]
, (7)

while conditioning on I0 = 1

L(E[α1(τ)]; s) =
1 − F fTC

(s) − (FTC
− F fTC

)(s)FTI
(s)

s2[1 − FTC
(s)FTI

(s)]
,

(8)

where L{ · ; s} represents the Laplace transform, and FX(s)
is the Laplace transform of X , i.e., FX(s) =

∫ ∞

0
e−sxF (dx).

We have E(α0(τ)) and E(α1(τ)) by taking inverse Laplace

transform of Eqs. (7) and (8). Substituting E(α0(τ)) and

E(α1(τ)) in the expectation of Eq. (5) completes our proof.

Theorem 3. In homogeneous network with uniform node

distribution, if TC and TI follow exponential distributions with

parameters λC and λI , respectively, the expected reachable

time of a cloudlet node

E(RT (τ)) =
λIτ

λI + λC
+

λCp1 − λIp0

(λI + λC)2
(1−e−(λI+λC)τ ), (9)

where p1 = πr2

n/λ and p0 = 1 − p1.

Proof: For exponential random variable TC (TI ), its

forward recurrence time F fTC
(FfTI

) also has exponential dis-

tribution with parameter λC (λI ) because of the memoryless

property of exponential random variable. Then, FTC
(s) =

F fTC
(s) = λC

s+λC
and FTI

(s) = FfTI
(s) = λI

s+λI
.

Based on results in Eqs. (7) and (8) from [18],

L(E[α1(τ)]; s) =
1 − λC

s+λC

s2[1 − λC

s+λC

λI

s+λI
]
,

and L(E[α0(τ)]; s) = L(E[α1(τ)]; s) λI

s+λI
. Performing in-

verse Laplace transform, we have

E[α0(τ)] =
λIτ

λI + λC
+

λI

(λI + λC)2
(e−(λI+λC)τ − 1), (10)

E[α1(τ)] =
λIτ

λI + λC
+

λC

(λI + λC)2
(1− e−(λI+λC)τ ). (11)

In our homogeneous network model, p0 = πr2

n/λ and p1 =
1−p0. Substituting them into Eq. (6) completes our proof.

Numerical results of Theorem 3 are shown in Fig. 8. The

parameter settings are the same as those in Fig. 7. Theorem

3 and Fig. 8 show that when TC and TI are exponentially

distributed, the reachable time of a cloudlet node grows

linearly with slope λI

λI+λC
, i.e.,

E(TC)
E(TI)+E(TC) as λI = 1

E(TI)

and λC = 1
E(TC) . The linear growth in Fig. 8 is different from

the piecewise linear growth in Fig. 6 because depending on

people’s schedules, TI and TC follow different distributions

during different time in traces Exp2 and Exp3.
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Fig. 8. Expected reachable time of a cloudlet node grows linearly with slope

approximately
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when τ is large.

Remark 4. The increase rate of E(RT (τ)) shows that the

mean reachable time within time τ is mainly determined by the

ratio
E(TC)

E(TI)+E(TC) when τ is large. Nodes that meet an initiator

frequently and have long contact time have high connection

likelihood and can provide reliable computing services while

still support mobility of the initiator. The initiator can estimate

the ratio
E(TC)

E(TI)+E(TC) based on its contact histories and use

it as an indicator for whether an encountered node is suitable

for providing mobile application services.

V. COMPUTING PERFORMANCE OF MOBILE CLOUDLET

The amount of computation that the cloudlet nodes can

provide for the initiator not only depends on the computing

capabilities of cloudlet nodes and how the task is partitioned

for parallel processing but also depends on the cloudlet node’s

lifetime and reachable time. Evaluating the computing capa-

bility of mobile processor and designing application partition

schemes [19] are beyond the scope of this paper. In this paper,

we simply assume that computing speed of each device is a

constant V , and the initiator can partition the task into M
subtasks that can be computed on cloudlet nodes in parallel.

The data sizes of each subtask before and after computing are

Di
d and Di

r (1 ≤ i ≤ M ), respectively.
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Assume a total of B Hz spectrum is shared by all nodes

and each node has a fixed transmission power P . The noise

N—including ambient and interference noise—is constant

everywhere in the network. We characterize the wireless link

using a pass loss model with attenuation exponent α ≥ 2. The

capacity of a wireless link is B log2(1 + P
N d−α), where d is

the Euclidean distance between the sender and the receiver.

Assume that advanced error control coding is used such that

the available link bandwidth is equal to its capacity. For a

task contains Di
d (1 ≤ i ≤ M ) bits, the transmission time of

dispatching a task is

0 < td =
Di

d

B log2(1 + P
N d−α)

≤
Dd

B log2(1 + P
N r−α)

, (12)

where Dd ,
∑

1≤i≤M Di
d. The transmission time of retrieving

a task is

0 < tr =
Di

r

B log2(1 + P
N d−α)

≤
Dr

B log2(1 + P
N r−α)

, (13)

where Dr ,
∑

1≤i≤M Di
r. Then the total transmission time

is

0 < td + tr ≤
Dd + Dr

B log2(1 + P
N r−α)

, ρ. (14)

If tasks are computed on cloudlet nodes during their whole

lifetime, the optimal mobile cloudlet capacity is achieved. If an

initiator only employs cloudlet nodes when they are in contact,

i.e., the computing times equal to reachable times minus

transmission times, we have a lower bound on the computing

capacity of a mobile cloudlet. Based on this methodology and

results in Section IV, we have the following theorem on the

computing capacity of a mobile cloudlet.

Theorem 4. A mobile cloudlet Cτ ’s expected computing ca-

pacity is upper bounded by Cu
Cτ
and lower bounded by Cl

Cτ

in Eqs. (15) and (18), respectively.

Proof: During a cloudlet node’s lifetime, the maximum

time a cloudlet node can use for computing is its lifetime

minus the transmission time of the task. Hence, the computing

capacity of a mobile cloudlet Cτ satisfies

CCτ
≤

NCτ∑

i=1

(LT i(τ) − tr − td)V.

E(CCτ
) < Cu

Cτ
, E(NCτ

)E(LT (τ))V, (15)

where E(NCτ
) and E(LT (τ)) can be found in Eqs. (1) and

(3), respectively.

To employ cloudlet nodes in contact, a cloudlet node’s total

computing time over time τ is

CT (τ) =RT (τ) − (p0 + p1π10)

N(τ)∑

i=1

CT i

− p1π11P (TC < τ)

N(τ)+1∑

i=1

CT i, (16)

where CT i , T i
C · 1T i

C<ρ + ρ · 1T i
C≥ρ, πi,j (i, j = 0, 1) are

the equilibrium probabilities and N(τ) is number of renewals

within time τ in the equilibrium alternating renewal process.

Denote N0(τ) = N(τ)|{I0 = 0} and N1(τ) =
N(τ)|{I0 = 1}. According to the renewal equation for

modified renewal process,

E(N0(τ)) = FfTI
(τ) +

∫ τ

0

E(N0(τ))dFTI+TC
(s),

E(N1(τ)) = F fTC
(τ) +

∫ τ

0

E(N1(τ))dFTI+TC
(s).

Taking the Laplace transform on both sides,

LE(N0(τ))(s) = LfTI
(s)/s + LN0(τ)(s)LTI+TC

(s),

LE(N1(τ))(s) = L fTC
(s)/s + LN1(τ)(s)LTI+TC

(s),
where LfTI

(s) = λI/(s + λI) and L fTC
(s) = λC/(s + λC).

TI + TC has density function λIλC

λC−λI
(e−λIt − e−λCt), which

gives the Laplace transform LTI+TC
(s) = λIλC/(s+λI)(s+

λC). Thus, LE(N0(τ))(s) = λI(s + λC)/[s2(s + λI + λC)]
and LE(N1(τ))(s) = λC(s + λI)/[s2(s + λI + λC)]. Taking

the inverse Laplace transform, we then have

E(N0(τ)) = γλCτ + γ2(1 − e−(λI+λC)τ ),

E(N1(τ)) = βλIτ + β2(1 − e−(λI+λC)τ ),
where β = λC

λI+λC
and γ = λI

λI+λC
. Subsequently,

E(N(τ)) = E(N(τ)|I0 = 0)p0 + E(N(τ)|I0 = 1)p1, (17)

=
λIλCτ

λI + λC
+

p0λ
2
I + p1λ

2
C

(λI + λC)2
(1 − e−(λI+λC)τ ),

where p1 = πr2

n/λ and p0 = 1 − p1.

The computing capacity of a mobile cloudlet Cτ satisfies

CCτ
≥

NCτ∑

j=1

CT j(τ)V.

Therefore, E(CCτ
) is lower bounded by

Cl
Cτ

, E(NCτ
)V {E(RT (τ))− (18)[

(1 − p1π11e
−λCτ )E(N(τ)) + p1π11(1 − e−λCτ )

]
E(CT )

}
,

where E(CT ) = E(TC · 1TC<ρ) + ρP (TC ≥ ρ) = 1−e−λC ρ

λC
.
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Fig. 9. Bounds on computing capacity of mobile cloudlet where λI =

0.0002, λC = 0.001, p0 = 0.9, p1 = 0.1, n = 10, V = 1, ρ = 0.1.

Fig. 9 shows the numerical results of this theorem by

setting ρ = 0.1 second (typical packet transmission time in

mobile wireless networks), n = 10, E(TI) ≈ 83 minutes,

and E(TC) ≈ 17 minutes. This parameter setting reflects
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a scenario with 10 students in a team or 10 colleagues at

a conference working on the same project. They meet for

about 17 minutes between classes or conference sessions to

compute a common task by sharing computing resources on

their mobile devices. Two curves in Fig. 9 divide MCC into

three categories: MCC relying on i) remote cloud, ii) remote

cloud or mobile cloudlet, iii) mobile cloudlet. When this group

of users need to execute a task with computational demand C
and delay requirement τ , if C ≥ Cu

Cτ
, they should offload the

task to remote cloud; if Cl
Cτ

< C < Cu
Cτ

, they can use remote

cloud or mobile cloudlet; if C ≤ Cl
Cτ

, they can simply share

the task computation during their contacts with each other for

mobile cloudlet computing.

The average computing speed of a mobile cloudlet is

E(CCτ
)/τ . When τ → ∞, we have the long-term computing

speed CS = limτ→∞
E(CCτ )

τ .

Theorem 5. The long-term computing speed of a mobile

cloudlet is upper bounded by CSu = (n − 1)V and lower

bounded by CSl = (n−1)V λIe−λC ρ

λC+λI
.

Proof: Based on Theorem 4, we have the upper bound,

CS ≤ lim
τ→∞

Cu
Cτ

τ
= (n − 1)V , CSu. (19)

Similarly, the lower bound of CS is limτ→∞
Cl

Cτ

τ . As in

modified renewal process,

lim
τ→∞

E(N(τ))

τ
=

1

E(TC + TI)
=

λCλI

λC + λI
.

Accordingly, we have

CS ≥ lim
τ→∞

Cl
Cτ

τ
=

λIe
−λCρ

λC + λI
(n − 1)V , CSl. (20)

Remark 5. The bounds on long-term computing speed can

also be used by an initiator mobile device to decide where to

offload its task for computing service. Suppose the initiator has

a task with computational demand C and delay requirement

τ , if C/τ ≥ (n − 1)V , the initiator needs to offload its task

to a remote cloud; if C/τ ≤ λIe−λC ρ

λC+λI
(n − 1)V , the initiator

can distribute its task to nearby devices in a mobile cloudlet;

otherwise, the initiator can choose either remote cloud or

mobile cloudlet based on other constraints, such as battery

life and quality of wireless communication.

VI. CONCLUSIONS

In this paper, we have explored the domain of mobile

cloudlet in MCC through studying cloudlet properties and

computing performance. The negative exponential growth of

cloudlet size shows that the number of resource-rich devices

an initiator can connect to for computing service is determined

by the number of nodes in the network and how frequently

they meet. When the task is delay-tolerant, the intermittent

connection has little negative effect on optimal performance

of a mobile cloudlet. Furthermore, E(TC)/(E(TC) + E(TI))
implies the connection likelihood of a cloudlet node to an

initiator, thus can be used by the initiator to choose reliable

cloudlet node. Based on cloudlet properties, we have also

derived upper and lower bounds on the computing capacity and

long-term computing speed of a mobile cloudlet. An initiator

can use these bounds to decide whether to upload a task

to remote clouds or utilize nearby mobile cloudlet. In our

future work, we would like to design and implement mobile

applications on a mobile cloudlet system to investigate the

feasibility and performance of mobile cloudlet computing.
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