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Abstract— Traditional call admission control (CAC) schemes fo-
cus on only two parameters: call blocking probability and handoff
dropping probability, although energy conservation is important
and closely related to admission control. In this paper, we present
an adaptive CAC to take a third parameter, energy consumption,
into account as well. In order to reveal the relationship between
CAC and energy consumption, energy consumption rate (ECR) is
introduced. Based on a key observation of ECR that the same
bandwidth variation of different mobile users may cause different
rates of energy consumption, two algorithms are proposed, Victim
Selection Algorithm (VSA) and Beneficiary Selection Algorithm
(BSA), to reduce energy consumption. The performance of the
proposed scheme for multi-class services model is analyzed, and
simulation results demonstrate that lowest energy consumption is
achieved by our scheme with improvement in blocking/dropping
probabilities.

I. INTRODUCTION AND MOTIVATION

It is widely recognized that future wireless networks will
provide an increasing number of subscribers more applica-
tions, which require high bandwidth and huge amount of data
transmission such as high resolution of multimedia service.
The limited radio spectrum and short lifetime of batteries
used in mobile terminals become the obstacles to provide
these applications. Therefore, resource allocation and energy
conservation are two important research issues in wireless
communications.

Extensive research has been conducted on resource alloca-
tion with regard to call admission during the past few years
[1], [2], [3], [4]. One of the existing solutions is to use the
guard channel scheme (GCS), which assigns a higher capacity
limit for handoff calls than that for new calls [3]. The difference
between two limits is called “guard channels.” In order to meet
the requirements of heterogeneous traffic with time-varying
characteristics, priority-based schemes are proposed in [4],
which give a higher priority to handoff than to new calls to
reduce handoff dropping probabilities. Furthermore, prediction-
based approaches are presented to reserve bandwidth prior to
the arrival of handoff requests [1], [2].

Another challenge in wireless networks is energy conser-
vation. Because the battery life of a mobile terminal is one
of the bottlenecks to support high quality multimedia service
and long-live data transmission, many solutions are proposed
to tackle the energy issue from different layers and perspec-
tives [5], [6]. However, energy conservation is far from well
addressed.

Most of the current efforts on resource allocation and energy
consumption are separated. We find out that they are related
to each other, which makes it possible for us to approach both
problems simultaneously. We therefore develop a resource al-
location scheme, which accounts for energy conservation. That
is, in addition to reducing call blocking and handoff dropping
probabilities, our scheme greatly saves energy consumption.

The basic idea of our approach is that both CAC and energy
consumption are related to transmission rate. We explore the
quantitative connection between CAC and energy consumption,
which results in a function called “energy consumption rate”
(ECR). ECR represents the energy consumption for each bit
successfully transmitted. Based on the observation of ECR that
the same bandwidth variation of different mobile users may
cause different rates of energy consumption, we proposed two
algorithms: Victim Selection Algorithm (VSA) and Beneficiary
Selection Algorithm (BSA). VSA minimizes the expense of the
energy consumption for admitting a new or handoff call. And,
BSA maximizes the gain of the energy conservation upon the
completion of a call. We show that without sacrificing call
blocking/dropping probability, our scheme can significantly
save energy consumption for mobile terminals compared to
other CAC schemes.

The contribution of this paper is three-fold. First, we derive
the energy consumption rate function, which discloses the
relationship between CAC and energy consumption. Second,
we propose an energy-aware CAC scheme, which greatly
reduce energy consumption for mobile terminals. Third, we
present the analysis of the proposed scheme for multi-class
services model to meet the requirement of future wireless
networks.

The remainder of the paper is organized as follows. In
Section II, the relationship between CAC and energy con-
sumption is described, and energy consumption rate function
is defined. In Section III, a new CAC scheme is presented.
In Section IV, the performance of the proposed scheme is
analyzed. Numerical results are provided in Section V, and
the paper is concluded in Section VI.

II. ENERGY CONSUMPTION RATE FUNCTION

In this section, we derive energy consumption rate function,
which is the bridge between CAC and energy consumption.
To obtain quantitative relationship between CAC and energy
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consumption, we first derive the channel gain between the base
station and a mobile terminal. Then, we combine modulation
and channel coding to acquire frame error rate. Based on frame
error rate, we induce the number of retransmissions. Next, we
calculate the transmission time given a certain amount of data.
Finally, we derive energy consumption in terms of transmission
power and transmission rate.

In a wireless system, each base station (BS) handles in-
coming and outgoing calls of mobile terminals residing in its
coverage area. We denote W as the total bandwidth controlled
by a BS, and N as the number of active terminals with
ongoing service in a cell. Let vector

−→
P = [P1, P2, . . . , PN ]

be the transmission power of N terminals and vector
−→
R =

[R1, R2, . . . , RN ] be the transmission rate. The channel gain
for each user is represented by vector

−→
H = [h1, h2, . . . , hN ].

Then, the signal-to-noise ratio, S/N , of mobile user, i, can be
written as [7]

S

N
=

Er
b Ri

N0W
=

hiPi∑
j �=i hjPj + η0W

,

where N0 is the noise level. We can rewrite this equation as:

Er
b

N0
=

Et
b · hi∑

j �=i hjPj

W + η0

(1)

where η0 is the white Gaussian noise level. It is known that bit
error rate, Pber, for BPSK modulation [8], can be determined
by a well-known formula [7]

Pber(Et
b) = Q(

√
2Er

b

N0
) =

2√
2π

∫ ∞√
2Er

b
N0

e−
x2
2 dx. (2)

Since the payload is encapsulated into frames during the
transmission, the relationship between frame error rate and
bit error rate depends on coding schemes [7]. In this work,
we use Reed-Solomon (RS) code as an example because RS
code is widely deployed by wireless communications [9]. It can
be represented by RS(n, k), where k is the length of source
symbols and n − k is the length of protection symbols. RS
code can correct up to t = (n − k)/2 symbol errors. Thus,
symbol error rate, Ps(Et

b), and frame error rate, Pfer(Et
b),

using RS(n, k) are given by

Ps(Et
b) = 1 − (1 − Pber(Et

b))
n, and (3)

Pfer(Et
b) =

n∑
j=t+1

(
n

j

)
Ps(Et

b)
j(1 − Ps(Et

b))
n−j .

Then the total energy consumption, Etotal, can be expressed
as

Etotal = Ttotal · P = Ttotal · R · Et
b (4)

where Ttotal is the total transmission time of successful trans-
mission.

In addition, total transmission time depends on the total
amount of data, number of retransmissions, and transmission
rate, that is

Ttotal =
Φ · Θ(Pfer(Et

b))
R

(5)

where Φ is the total amount of data to be transmitted, and
Θ(Pfer(Et

b)) is the average number of retransmissions, which
is the function of the frame error rate, Pfer(Et

b).
Since Θ(Pfer(Et

b)) can be represented by

Θ(Pfer(Et
b)) =

1
1 − Pfer(Et

b)
, (6)

Then, the total energy consumption from (6) can be rewritten
as

Etotal =
Et

b

1 − Pfer(Et
b)

· Φ (7)

Thus, the total energy consumption is related to the data
volume in transmission, energy per bit, as well as transmission
errors.

Definition: Energy consumption rate is energy consumption
of each successfully transmitted bit given by

Γ(Et
b) =

Et
b

1 − Pfer(Et
b)

. (8)

then, (7) can be further denoted as

Etotal = Γ(Et
b) · Φ. (9)

In order to display the direct relationship between the energy
consumption rate and transmission rate, we rewrite (8) in terms
of transmission rate, R, as

Γr(R) =
P
R

1 − Pfer(P
R )

=
P

R − R · Pfer(P
R )

. (10)

In Fig. 1, an example of energy consumption rate, Γr(R), is
shown for RS(16, 8) code [9], hi = 10−2 [8], P = 20 dBm
and N0 = 5 × 10−9 WHz [7]. We also test other RS
codes and transmission power, P , for example, RS(128, 112),
RS(255, 223), P = 20 dBm. The following observations hold
true for different RS codes and noise levels.
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Fig. 1. An Example of Energy Variation VS. the Same Bandwidth Change.

Close look at the Fig. 1 reveals that the same variation of
transmission rate leads to different change of energy consump-
tion. For instance, there are three mobile terminals operating
at points “A”, “B”, and “C”, respectively, in Fig. 1. When
we decrease the bandwidth at “A”, “B”, and “C” by ∆RA,
∆RB and ∆RC , the increases in energy consumption are
different: ∆ΓA, ∆ΓB and ∆ΓC . We can see that the increase
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in energy consumption of terminal “A” is the lowest and that of
terminal “C” is the highest. This means that when we decrease
the bandwidth for terminal “A”, it will not incur much of an
increase in energy consumption. However, for terminal “C”, it
will result in a great increase of energy consumption.

Therefore, the key observation is that the same bandwidth
variation of different mobile users may result in different rates
of energy consumption. We develop our resource allocation
scheme based on this observation.

III. ENERGY-AWARE CALL ADMISSION CONTROL SCHEME

In this section, we will introduce how our energy-aware Call
Admission Control Scheme (ECACS) combines energy conser-
vation and CAC. ECACS consists of two phases: connection
setup phase and channel adaptation phase. At the connection
setup phase, ECACS can calculate the transmission power by
(10) and have the mobile terminal operate at a threshold point.
During the transmission, the transmission power of a mobile
terminal may not operate at the threshold point all of the time
due to its mobility or the interference variation from other
terminals. Since the power control incurs expensive overhead
to the mobile terminals and systems, we avoid adjusting the
transmission power of on-going mobile terminals frequently.

A. Victim Selection Algorithm

Victim selection algorithm (VSA) determines which mobile
terminals will become victims when bandwidth is insufficient
for incoming call requests.

Upon the arrival of a request from a terminal, the BS accepts
this request if the available bandwidth is greater than the
minimum bandwidth requirement. Otherwise, the BS searches
all ongoing services to find a victim whose derivative of Γr(R)
is the minimum, i.e., the rate of energy consumption is the
minimum. If this terminal already operates at its lower bound,
the bandwidth of this terminal cannot be reduced. As such,
this mobile terminal cannot be treated as a “victim”. If the
bandwidth of this terminal can be decreased, then the terminal
becomes a victim. The BS will reduce the bandwidth of a
chosen victim to a lower level to increase available bandwidth.
This procedure will be repeated until the available bandwidth
is greater than the requested bandwidth for accepting the new
or handoff request.

B. Beneficiary Selection Algorithm

Beneficiary selection algorithm (BSA) determines which
mobile terminals will become beneficiaries when a service is
terminated and extra bandwidth is available to be reallocated
to the terminals with ongoing services. While the BSA is also
based on energy consumption rate (ECR), the objective is to
choose mobile terminals whose changing rate of ECR is the
maximum to decrease the energy consumption, which results
from the increase in bandwidth, as much as possible. Using
Fig. 1 as an example, we can see that terminal “C” will be the
beneficiary for BSA because it has the maximum decrease in
energy consumption resulting from an increase in transmission
rate compared to the other two terminals, A and B.

The algorithm for BSA is the following. The BS searches
for a potential beneficiary from all the ongoing services to
determine which terminal can benefit most by receiving more

bandwidth, i.e., the derivative of Γr(R) is the maximum.
A higher level of bandwidth caused by the increase should
not exceed the upper limit of bandwidth requirement for the
“beneficiary” terminal.

IV. PERFORMANCE ANALYSIS: BLOCKING PROBABILITY

It is well known that call blocking probability and handoff
dropping probability are two important parameters indicating
the system performance. In this context, we consider handoff
call and new call have the same priority; The handoff dropping
probability will be the same as the call blocking probability.
Therefore, we will not repeat the results for dropping proba-
bility.

We analyze the blocking probability of ECACS by assuming
that the channel holding time is independent of the number
of channels. For class k, we denote the mean of exponential
channel holding time as 1/µk, regardless of the number of
channels, which is the representative assumption used by
resource allocation [1], [2], [3], [10]. Other traffic scenarios,
for example channel holding time is dependent on the number
of channels, are considered in our other work.

First, we present the system model. Then, probability mea-
sure space and continuous time Markov Chain (CTMC) are
described. Based on CTMC, we derive the call blocking
probability of ECACS.

A. System Model

We consider a system with multiple classes of services.
There are a total of C channels to serve K classes of service.
The arrival process of class k is Poisson distribution with
mean λk. The service rate of class k is denoted by µk. We
denote vector

−→
N = [n1, n2, . . . , nK ] as the number of calls

for each class, where nk is the total number of channels in
the system serving the class k requests. Since ECACS is an
adaptive scheme, each class service may require a range of
channels. Let bi

k be the number of channels allocated to the
ith connection of class k for ECACS and bL

k be the lower bound
requirement of class k and bU

k is the upper bound requirement
of class k, i.e., bi

k ∈ [bL
k , bU

k ].

B. Probability Measure Space and CTMC

Let (Ω,F , P) be the probability measure space of ECACS.
The sample space Ω is given as

Ω := {−→N ∈ IK :
K∑

k=1

nk∑
i=1

bi
k ≤ C},

bi
k ∈ [bL

k , bU
k ], (11)

where I is a set of non-negative integers and IK is a set of
K-dimensional non-negative vectors. Each sample represents
a possible combination of [n1, n2, . . . , nK ] in the system.
Moreover, F is the σ−algebra of Ω and P is the probability
measure of Ω.

Further, we define Ωk ⊂ Ω be a subset blocking an arriving
class k request, given by

Ωk := {−→N ∈ IK : C − bL
k <

K∑
i=1

(bL
i × ni) ≤ C}. (12)
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Next, we denote two indicators as

I
+
k (

−→
N ) =

{
1 if

−→
N +

−→
E k ∈ Ω

0 otherwise

I
−
k (

−→
N ) =

{
1 if

−→
N −−→

E k ∈ Ω
0 otherwise.

Finally, let −→τ = [τ1, τ2, . . . , τK ] be service rate factor to
describe the dependence relationship between channel holding
time and the number of channels possessed by mobile termi-
nals. For example, if the channel holding time is independent
on the number of channels, we set τ = [1, 1, . . . , 1].

Now, we turn our attention to introduce CTMC. We know
that under the assumption at the beginning of this section, the
system we study can be treated as a CTMC. We are particularly
interested in the transition between each state. Let ν(

−→
N1,

−→
N2)

denote the probability transition rate from state
−→
N1 to

−→
N2, then

we have

ν(
−→
N,

−→
N +

−→
E k) = λk

(
−→
N,

−→
N +

−→
E k ∈ Ω),

ν(
−→
N,

−→
N −−→

E k) = nkτkµk

(
−→
N,

−→
N −−→

E k ∈ Ω),

ν(
−→
N −−→

E k,
−→
N ) = λk (13)

(
−→
N −−→

E k,
−→
N ∈ Ω),

ν(
−→
N +

−→
E k,

−→
N ) = (nk + 1)τkµk

(
−→
N +

−→
E k,

−→
N ∈ Ω)

where k = 1, 2, . . . ,K, and
−→
E k is a K-dimensional vector

of all 0 except for a 1 in the kth place. For example,
−→
E 2 =

[0, 1, 0, . . . , 0].

C. Probability Measure of Blocking

Based on CTMC analysis in the previous subsection, the
global Morkovian equilibrium balance equation can be ex-
pressed by

[
K∑

k=1

λkI
+
k (

−→
N ) +

K∑
k=1

nkτkµkI
−
k (

−→
N )

]
P(
−→
N )

=
K∑

k=1

λkI
−
k (

−→
N )P(

−→
N −−→

E k)

+
∑K

k=1 (nk + 1)τkµkI
+
k P(

−→
N +

−→
E k), (14)

where P(
−→
N ) is the probability measure of state

−→
N .

By the observation of (14), the expression of P(
−→
N ) follows

P(
−→
N ) =

1
G(Ω)

K∏
k=1

ρnk

k

τnk

k nk!
,

−→
N ∈ Ω, (15)

where ρk = λk

µk
, and

G(Ω) =
∑
−→
N∈Ω

K∏
k=1

ρnk

k

τnk

k nk!
. (16)

We can verify that P(
−→
N ) given in (15) is the solution of (14).

Then, the blocking probability measure of class k is equal
to the measure of all of the blocking elements in Ωk, given
in (12). Hence, the blocking probability measure of class k,
Bk(−→τ ), can be written as

Bk(−→τ ) =
G(Ωk)
G(Ω)

(17)

where −→τ = [1, 1, . . . , 1]. Ω and Ωk are given in (11) and (12),
respectively. Function G(·) is defined in (16).

Remark: Such product form of blocking probability given
in (17) is available under the assumption that the channel
holding time is irrelevant to the number of channels, which is
stated at the beginning of this section. On the contrary, if the
channel holding time is dependent on the number of channels,
then blocking probability cannot be described in product form
according to the knowledge so far. However, the assumption
that the channel holding time is exponentially distributed with
mean 1/µk can be expanded to any arbitrary distribution with
mean 1/µk by so called “insensitivity” property [11].

V. NUMERICAL RESULTS

In this section, we present numerical results from our
simulation to illustrate the effectiveness of our scheme as
compared to other representative schemes: Non-Prioritized
Scheme (NPS) [12] and Adaptive REsource Allocation Scheme
(AREAS) [13]. Since NPS is the simplest resource allocation
scheme with minimum overhead, it has been proposed for the
next generation personal communication system (PCS). And,
AREAS is a typical adaptive scheme for resource allocation.

As to the space limit, here, we only provide one set of sim-
ulation results under the assumption that the channel holding
time depends on the bandwidth allocated for the transmission.
This can be applied to the general scenario that there is a
certain amount of data to be transmitted. The more channels
it possessed, the less transmission time, and vice versa. We
demonstrate that ECACS yields better performance in both
blocking probability and energy consumption compared to the
other two schemes.

We assume the amount of data to be transmitted is exponen-
tially distributed with mean Φ and consider a system with the
total number of channels, C = 100 providing 2 class services.
The parameters for each class are listed in Table I.

TABLE I

SIMULATION PARAMETERS.

Parameters Class 1 Class 2

Arrival Rate: λ (call/min) [1,40] 10
Data Volume: Φ (KByte) 180 180

Transmission Rate (Kbps/channel) 8 8
# of Channels for NPS 7 3

# of Channels for AREAS {4,7,9} {2,3,5}
# of Channels for ECACS [4,9] [2,5]

Figs. 2 and 3 depict the call blocking probability of Class
1 and Class 2 as the increase of λ1 from 1 call/min to 40
call/min. The blocking probability of ECACS is lower than
that of AREAS, which shows that ECACS can yield better
performance than AREAS. They are both lower than that of
NPS. And blocking probability of Class 1 is higher than the

Globecom 2004 1573 0-7803-8794-5/04/$20.00 © 2004 IEEE
IEEE Communications Society



corresponding blocking probability of Class 2, because Class
1 requires more channels than Class 2.
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Fig. 2. Call Blocking Probability of Class 1.

0 5 10 15 20 25 30 35 40
0

0.05

0.1

0.15

0.2

Call Arrival Rate of Class 1 (call/min)

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

Class 2−−NPS
Class 2−−AREAS
Class 2−−ECACS

Fig. 3. Call Blocking Probability of Class 2.

Fig. 4 displays the energy consumption as a function of λ1.
Three solid lines are for Class 1, and three dotted lines are for
Class 2. The two lines of NPS for Class 1 and Class 2 overlap,
and the two lines of ECACS are very close to each other. We
can see the energy consumption of ECACS is much smaller
that that of the other two schemes.
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Fig. 4. Energy Consumption of Class 1 and Class 2.

VI. CONCLUSION

This paper presented a new adaptive CAC scheme, ECACS,
which allows CAC to take energy conservation into account.
The scheme resulted from exploring the relationship between
CAC and energy consumption, i.e., energy consumption rate
function (ECR). The key observation of ECR was that the
same bandwidth variation of different mobile terminals may
yield different rates of energy consumption. Based on the
observation, we proposed a Victim Selection Algorithm and
Beneficiary Selection Algorithm, which allowed resource allo-
cation to take energy consumption into consideration. More-
over, performance of ECACS for multi-class services model
was analyzed. Simulation results illustrated that lower call
blocking probability and lowest energy consumption were
successfully achieved by ECACS.
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