
ABSTRACT

CHAVAN, GOVIND SAHADEO. Dynamic Control of FACTS devices to enable large
scale penetration of Renewable Energy Resources. (Under the direction of Dr. Subhashish
Bhattacharya.)

This thesis focuses on some of the problems caused by large scale penetration of Renewable

Energy Resources within EHV transmission networks, and investigates some approaches in re-

solving these problems. In chapter 4, a reduced-order model of the 500 kV WECC transmission

system is developed by estimating its key parameters from phasor measurement unit (PMU)

data. The model was then implemented in RTDS and was investigated for its accuracy with

respect to the PMU data. Finally it was tested for observing the effects of various contingencies

like transmission line loss, generation loss and large scale penetration of wind farms on EHV

transmission systems.

Chapter 5 introduces Static Series Synchronous Compensators (SSSC) which are series-

connected converters that can control real power flow along a transmission line. A new appli-

cation of SSSCs in mitigating Ferranti effect on unloaded transmission lines was demonstrated

on PSCAD. A new control scheme for SSSCs based on the Cascaded H-bridge (CHB) converter

configuration was proposed and was demonstrated using PSCAD and RTDS. A new centralized

controller was developed for the distributed SSSCs based on some of the concepts used in the

CHB-based SSSC. The controller’s efficacy was demonstrated using RTDS.

Finally chapter 6 introduces the problem of power oscillations induced by renewable sources

in a transmission network. A power oscillation damping (POD) controller is designed using

distributed SSSCs in NYPA’s 345 kV three-bus AC system and its efficacy is demonstrated in

PSCAD. A similar POD controller is then designed for the CHB-based SSSC in the IEEE 14 bus

system in PSCAD. Both controllers were noted to have significantly damped power oscillations

in the transmission networks.
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Chapter 1

Introduction

1.1 Background

Modern electric power systems are widely interconnected, with different utilities interconnected

with each other using high voltage transmission lines. A highly interconnected electrical network

allows the pooling of generation resources and loads to achieve optimum power generation while

reducing transmission losses [2]. Currently, the system load and generation capacity is projected

to increase at a steady rate due to population growth and increased per capita consumption

of electricity [3]. Further, the increased penetration of distributed renewable energy resources

alters the local power flows in an unpredictable manner due to the non-deterministic power

output of these energy resources. Faced with these changes, the utilities need to reinforce the

power system infrastructure by increasing its capacity and making the transmission network

smarter, fault tolerant and self-healing.

The transmission network has traditionally been augmented either through construction

of new transmission lines, or reconductoring of existing networks. Both these techniques are

quite expensive and resource intensive, and usually have a large turn-around time, with re-

conductoring requiring sustained outages while the maintenance work occurs. Further, both

these techniques do not change the static nature of the transmission line, and any later changes

1



to load or generation centers could render these upgrades unnecessary, or in the worst case

scenario, even inadequate.

Besides these traditional techniques, the transmission network can be augmented using the

application of modern power electronic devices. Flexible AC Transmission Systems (FACTS)

technology is an application of modern power electronics based devices to provide additional

flexibility and control over power flow and voltage in an AC network. Broadly, the current

FACTS devices can be divided into two families: Variable Impedance type devices and Switching

Converter type devices.

The Variable Impedance type devices use thyristors to control the inductance value of an

inductor in a continuous manner, which is called as a Thyristor Controlled Reactor (TCR).

The TCR is then used in conjunction with a Thyristor Switched Capacitor (TSC) to obtain a

continuously variable reactance which can be connected in series or parallel within a network

[4]. Examples of this family of devices include

- Static VAR Compensator (SVC)

- Thyristor-Controlled Series Capacitor (TCSC)

- Thyristor-Controlled Phase Angle Regulator (TCPAR)

Design and control of the Variable Impedance type FACTS devices is a rich and complex

topic, however, the focus of this thesis is on the design, analysis and application of Switching

Converter type FACTS devices. The term “FACTS devices”, wherever mentioned in this thesis,

would imply Switching Converter type FACTS devices, unless explicitly stated. Examples of

this family include

- Static Synchronous Compensator (STATCOM)

- Static Synchronous Series Compensator (SSSC)

- Unified Power Flow Controller (UPFC)
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- Interline Power Flow Controller (IPFC)

A few examples of the long list of benefits that FACTS devices offer:

- Allow the full utilization of a power network upto its thermal limit by raising the stability

limit of the system

- Allow continuous control over the system voltage profile

- Reactive power support functionality to achieve voltage regulation and power system

stability improvement

- Allow power flow control on a transmission line

- Provide damping for power flow oscillations and sub-synchronous resonances

1.2 Relevance

This thesis is concerned with investigating the effect of penetration of large scale renewable

energy resources like photo-voltaic plants and wind farms on the high voltage transmission

system and the application of FACTS devices to mitigate the problems associated with such

large scale renewable energy penetrations.

Conventional sources of generation have inertia, namely, synchronous generators with large

turbines coupled with the rotor shaft. This rotating mass stores kinetic energy as it rotates

at synchronous speed, and it influences power flow in the transmission system during system

transients. The inertia of individual generators located within an electrically connected area

contribute towards the equivalent inertia of that area due to slow coherency effects, with the

entire area behaving like one large generator [5]. Having a large system inertia is essential for

maintaining power system stability in transmission systems [6] - [7].

The generating capacity of renewable energy resources within the U.S. electric grid is pro-

jected to increase at an annual growth rate (AGR) of 1.9% between 2013-2040, with solar-based

3



generation rising at 6.0% AGR and wind-based generation rising at 2.2% AGR. Further, coal-

based generation is expected to decrease at 0.6% over the same time period, with the net

generating capacity increasing at 0.5% AGR till 2040 [3].

From the projections it is clear that the total generating capacity in the U.S. is expected to

increase slowly, while the energy portfolio changes to include more renewable energy resources

in place of conventional generation like coal. However, both solar and wind based renewable

energy resources are non-deterministic in nature. Further, both solar and wind have very little

inertia of their own and hence do not contribute to the equivalent inertia of the system. Since

renewables are touted to replace some conventional generation, it is expected that the equivalent

inertia of the system will decrease in the future. As discussed before, reduction in inertia can

create instabilities within the system if they are not corrected for [7].

FACTS devices can be used to simulate the effects of inertia for non-inertial renewable energy

resources and also provide damping for power oscillations triggered due to abrupt variations

in their power output. However, the performance of FACTS devices based on newer converter

topologies, like the modular multi-level converter (MMC) and the cascaded H-bridge converter

(CHB), is not fully explored in relation with their application to renewables. For example, the

performance of capacitor charge balancing algorithms under these control objectives need to be

evaluated.

Distributed FACTS devices are also being considered as an alternative to conventional large

scale FACTS installations and currently their control is localized to the individual devices.

However, the distributed nature of these devices can be fully leveraged if they are controlled in

a coordinated manner from a centralized controller sitting on top of the local controls at each

FACTS device. The performance of these control algorithms also needs to be evaluated. This

thesis will attempt to address these pertinent issues and will provide solutions to improve them.

1.3 Key Contributions

The key contributions of this thesis so far are listed as under:
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• Identification and Predictive Analysis of a Multi-Area WECC Power System

Model Using Synchrophasors

Published in IEEE Transactions on Smart Grid (Chapter 4).

• Application of Static Synchronous Series Compensators in mitigating Ferranti

Effect

Power and Energy Society - General Meeting, 2016 (Chapter 5).

• A Novel Control Algorithm for a Static Synchronous Series Compensators

using a Cascaded H-Bridge converter

Industrial Applications Society - Annual Meeting, 2016 (Chapter 5)

• Damping of Power Oscillations induced by photo-voltaic plants using dis-

tributed series-connected FACTS devices

Accepted in Industrial Applications Society - Annual Meeting, 2017 (Chapter 6)

1.4 Organization

Chapter 1 provides an introduction to the thesis topic and includes a brief motivation for

research in this area. Chapter 2 describes the effect of large scale penetration of renewable

energy resources on high voltage transmission systems. It begins with a brief description about

conventional energy sources, and contrasts it with the non-deterministic nature of renewable

energy resources. Detailed wind and PV system models are given, and the control structures

required to interface them to the grid are described in detail.

Chapter 3 discusses the various FACTS devices along with their control strategies. A brief

description of phase shifting transformers (PST) is given, which is a competing technology to

FACTS devices. SSSC, STATCOM and the UPFC are discussed in detail along with their

major control algorithms for achieving various control objectives. Two major types of control

are discussed: Angle control, and Vector control.
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Chapter 4 intends to develop a reduced-order equivalent model of the Western Electricity

Coordinating Council’s (WECC) 500 kV system. This model is used as a base-case onto which

the effect of large-scale penetration of renewable energy resources can be evaluated and appro-

priate control actions can be performed. Tests involving loss of inertia and large scale wind

penetration are performed and their effects on power system stability are observed.

Chapter 5 focuses on Static Series Synchronous Compensators (SSSC). The first section

discusses the application of SSSCs in mitigating Ferranti effect. The next section describes

a control algorithm for SSSC based on a Cascaded H-Bridge Converter. The final section

describes a centralized control scheme for distributed series-connected FACTS devices which

includes DC capacitor voltage balancing capabilities.

Chapter 6 focuses on damping of power system oscillations on transmission networks. The

first section discusses the Matrix Pencil algorithm that is used for estimating the oscillatory

modes within the raw data. The next section uses this method to develop a power oscillation

damping (POD) controller for distributed SSSCs connected in NYPA’s three-bus AC system.

The final section discusses the design of another POD controller for a CHB-based SSSC con-

nected in the IEEE-14 bus system.

Chapter 7 concludes the thesis and proposes some future work which can be based off of

this thesis.
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Chapter 2

Renewable Energy Resources

2.1 Introduction

Power generation is generally classified into two kinds: Non-renewable and Renewable sources

of generation. However, this distinction is not useful from the point of view of an electrical

engineer, since there are renewable sources of generation which are deterministic, such are

hydroelectric and geothermal plants as well as non-deterministic sources like photo-voltaic and

wind power plants. Deterministic renewable sources electrically function quite similarly to non-

renewable sources of generation and are generally lumped together as ‘conventional sources’

of generation. The term ‘renewable sources’ wherever mentioned in this thesis, would mean

non-deterministic renewable energy resources like photo-voltaic and wind power plants.

2.2 Conventional power generation

Conventional sources of generation are deterministic, because they rely on stored energy which

is converted to electricity using synchronous generators. This stored energy can be chemical in

nature like in the case of coal and natural gas, heat as in the case of geothermal or gravitational

as in the case of hydro-electric plants. This energy is used to directly drive a set of turbines, or

heat a fluid which drives the turbines. The turbines are mechanically coupled with the rotor
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shaft of a three-phase synchronous generator which converts the mechanical power output of

the rotating turbines into three-phase electrical power.

The rotor speed of the synchronous generator is controlled using the speed-governor, which

keeps the rotor speed and hence the electrical frequency of the output within a tight band above

and below the nominal frequency. The rotor speed dynamics can be obtained from Newton’s

laws of motion as applied to rotating objects,

δ̇e = ωe

Jω̇e = Tm − Te

(2.1)

In equation (2.1), δe and ωe represent the rotor electrical angle and electrical angular speed

respectively. J is the moment of inertia of the coupled rotor and turbine system along its

major axis of rotation. Tm is the mechanical torque being exerted by the turbine on the shaft

and Te is the electrical torque exerted by the air-gap magnetic flux to counter the mechanical

torque. Under steady state, both these torques are equal and the rotor speed remains constant.

Equation (2.1) can be rewritten as

Jωeω̇e = ωe (Tm − Te)

= Pm − Pe

(2.2)

In equation (2.2), Pm and Pe represent the turbine input mechanical power and the generator

output electrical power respectively, ignoring losses. It is apparent that any transients in Pm

and Pe would perturb ωe and hence the electrical frequency of the output. The speed-governor

system essentially measures the perturbations in the electrical frequency and automatically

adjusts Pm through the turbine control valve. This control loop helps the synchronous generator

stay in synchronism with the grid.

The output voltage of the synchronous generator is kept constant by means of an automatic

voltage regulator (AVR). The generator terminal voltage is sensed using voltage transformers
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Figure 2.1: Simplified AVR control block diagram

and is compared with the terminal voltage set-point and the field voltage Ef of the synchronous

generator is adjusted to control the terminal voltage. Figure 2.1 shows a simplified block

diagram of the voltage regulator.

The speed-governor control and the AVR control help ensure that conventional generation

is deterministic. The entire AC power system infrastructure is built on the condition that the

frequency within the grid is constant and tightly controlled and all generators inside the grid

rotate in synchronism with respect to each other.

2.3 Renewable resources

As opposed to conventional sources of generation, renewable energy resources are non-

deterministic and cannot be controlled in the way conventional generation can be. This is

because the ’prime-mover’ for such resources is uncontrollable and additional control systems,

namely voltage source converters (VSC) are required to properly interface these resources to

the electric grid. Before moving on to describing the individual renewable resources, a detailed

description of the VSC needs to be given.
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2.3.1 Voltage Source Converter

The voltage source converter is an electrical device which can connect a DC system to an AC sys-

tem by means of controlled switching of power electronic switches. Power electronic switches

vary depending on the blocking voltage, current carrying capacity and switching frequency

that the power electronic converter is designed for. The switches are classified based on their

construction: Insulated Gate Bipolar Transistor (IGBT), Power Metal-Oxide-Semiconductor

Field-Effect Transistor (MOSFET), Gate Turn-off Thyristor (GTO), etc. They are also classi-

fied based on the semiconductor material used: Silicon, Silicon Carbide, Gallium Nitride, etc.

However for the purpose of this analysis, we assume that the appropriate switches have been

selected for the converter.

The voltage source converter are available in various topologies:

- Two-level converter

- Neutral Point Clamped (NPC) converter

- Flying Capacitor (FC) Multi-level converter

- Cascaded H-Bridge (CHB) Multi-level converter

- Modular Multi-level Converter (MMC)

In this section however, the analysis will be performed on the averaged model of the converter,

without paying attention to the converter topology. In subsequent chapters, certain converter

topologies will be analyzed like the NPC, CHB and MMC type converters in detail.

Before the analysis is begun, a brief description of the reference frame theory is given along

with the various reference frames used in this thesis.
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Reference frame theory

In a balanced three-phase system, the critical variables, namely current and voltage obey the

following rule:

fa + fb + fc = 0 (2.3)

In equation (2.3), the quantities fa, fb and fc can represent either three-phase voltages and

currents. From equation (2.3), it is clear that the three phase quantities can be expressed using

two sinusoidal quantities alone. The third quantity can be expressed as a linear sum of the

other two quantities, as seen in equation (2.4)

fc = −fa − fb (2.4)

The balanced three-phase quantities can thus be represented as a linear combination of two

orthogonal reference quantities, thus converting the three-phase system into a two phase equiv-

alent through a vectorial transformation of variables. This was first documented by Park [8]

for analysis of AC synchronous machines and Lyon [9] in theory of instantaneous symmetrical

components. In case the system contains unbalanced three-phase components so that equation

(2.3) is not applicable, a third component is also added in the tranformation which represents

the zero-sequence unbalance in those components.

The change of reference variables is linear in nature and can be represented by a linear

transformation matrix as
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(2.5)

The transformation in equation (2.5) is referred to as the Park’s transformation or the αβγ

transformation. It is represented graphically in figure 2.2. The phasor fabc in figure 2.2 is

rotating at an angular speed ωe which is the line frequency in rad/s. The reference axes are
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Figure 2.2: Phasor diagram showing the αβγ transformation

static and hence the quantities fα and fβ are sinusoidally oscillating at ωe rad/s. However, if

the reference frame rotates at the same angular speed as fabc and in the same direction, the

resultant phasor projections will be at steady state as long as fabc does not change its magnitude

and angular speed. Such reference frames are referred to as ‘synchronous rotating frames’ of

reference, and the linear transformation associated with them is called as the synchronous dq0

transformation. If θ = ωet+ φ, then the linear transformation can defined as
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(2.6)

The transformations derived in equations (2.5) and (2.6) are magnitude-conserving transforma-

tions, i.e. the peak magnitude of the variables in the transformed reference frame is identical

to the peak magnitude of the same sinusoidal quantity in the abc reference frame. These trans-

formations can easily be converted to the power conserving transformations by changing the

proportionality constant in equations (2.5) and (2.6) from 2
3 to

√
2
3 .
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Figure 2.3: Equivalent circuit of VSC connected to the grid

VSC average model analysis

Figure 2.3 shows the equivalent model of the of a voltage source converter connected to the three-

phase AC system through a series impedance [10]. In most converters, the series impedance is

often designed to be the leakage reactance of a power transformer. In the abc reference frame,

the AC-side circuit equations can be written by applying KVL:
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Transforming equation (2.7) into the synchronous dq0 frame of reference,
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The real and reactive power equations under the rotating dq0 reference frame are given as

P =
3

2
(VdId + VqIq)

Q =
3

2
(VdIq − VqId)

(2.9)
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Figure 2.4: Solar radiation spectrum at top of Earth’s atmosphere and at sea level. Image
created by Robert A. Rohde / Global Warming Art [11].

Equation (2.8) describes the operation of the VSC in the dq0 frame of reference. Generally the

equation for the zero-axis are omitted from analysis for the reasons discussed in section 2.3.1.

Although it appears to be more complicated than equation (2.7), it must be noted that all

quantities in equation (2.8) are non-sinusoidal. This provides a great advantage in controller

design in terms of bandwidth and response time.

2.3.2 Photo-voltaic plants

The amount of incoming solar electromagnetic radiation per unit area that would be incident on

a plane perpendicular to the rays, at a distance of one astronomical unit from the Sun is termed

as the solar constant. The “solar constant” includes all types of solar radiation and its average

value is measured to be 1.361 kW/m2 using satellite observations [12]. However, this is the

solar radiation arriving at the top of the Earth’s atmosphere and the actual solar radiation that

reaches the Earth’s surface is dependent on several factors, namely the atmosphere itself, local

atmospheric variations (clouds, pollution, etc.), latitude of the location, season of the year and

the time of day. Further, certain bands of electromagnetic wavelengths are absorbed by oxygen,
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Figure 2.5: Insolation at Raleigh, NC on June 21, 2010 at one-hour intervals [13].

ozone, carbon dioxide and water vapor present in the atmosphere, and this creates troughs in

the solar radiation spectrum as seen in figure 2.4. The maximum solar radiation reaching the

Earth’s surface on a cloudless summer day at zero zenith angle is reduced to approximately 1.0

kW/m2. The total solar irradiance or insolation on a given day is the total energy incident on

the Earth’s surface at any given location on that day and is usually expressed in the units of

kWh/m2/day. An insolation value of 1.0 kWh/m2/day is also referred to as ‘one Sun’. The

solar radiation at any location varies throughout the day depending on the sun’s position in

the sky and the weather. Figure 2.5 shows the actual variation in insolation throughout the

day on June 21, 2010 at Raleigh, NC. As can be seen clearly, the insolation rises throughout

the morning with the peak occurring at noon.

Photovoltaic panels

Photovoltaic panels are composed of individual photovoltaic cells connected in series and par-

allel combinations. The cells generate current due to photovoltaic effect, depending on the

wavelength of light that is incident upon them [14]. Figure 2.6 shows the I-V and P-V charac-
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Figure 2.6: I-V and P-V characteristics of a photovoltaic panel

teristics of a photovoltaic panel with the various curves at different levels of insolation. From

the P-V characteristic, it is apparent that there exist a maximum value of power for a particular

value of insolation. It is economically beneficial to operate the PV panel close to this maximum

value and this control objective is achieved using a Maximum Power Point Tracking (MPPT)

algorithm. The following MPPT algorithms are commonly used:

- Perturb and Observe methods

- Incremental Conductance methods

- Constant Voltage method

- Short-Current Pulse method

- Open Voltage method

- Temperature methods

Two algorithms, namely ‘Perturb and Observe’ and ‘Incremental Conductance’ will be used in

this thesis while performing PV related simulations. The MPPT algorithm generates a voltage

command corresponding to the maximum power point at that insolation level. The voltage
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command can be given to a DC-DC converter like a boost converter or a Dual-Active-Bridge

(DAB) converter which is cascaded with a three-phase DC-AC voltage source converter. DABs

are generally used in photovoltaic plants since they provide isolation between the PV side and

the high voltage DC side in the form of a high frequency transformer. Boost converters are

functionally identical to the DAB but they do not provide isolation. However, a boost converter

has a lower device count as compared to a DAB. In this thesis, boost converters are considered

for the MPPT DC-DC converter as they are functionally equivalent to a DAB.

Boost converter design

The boost converter circuit can be seen in figure 2.7. The high voltage DC side of the converter

is regulated by the AC to DC converter, so the DC voltage on the three-phase converter side,

Vdc can be considered to be constant. Thus the PV side DC voltage VPV would be controlled

depending on the output of the chosen MPPT algorithm. The boost converter controller is quite

simplistic, where the measured value of VPV is compared with VMPP and the error is passed

through a Proportional-Integral (PI) controller to generate the duty cycle for the transistor T .

The PV system as seen in figure 2.7 was simulated in PSCAD and using switching models for

the converters. The ’Incremental Conductance’ algorithm was used for maximum power point

operation of the photovoltaic panels. The specifications of the PV plant array are as under:

· Cells connected in series per cell string: 36
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Figure 2.8: Variation of PPV , Vdc and VPV with insolation over time

· Cell strings connected in parallel per module: 3

· Modules connected in series per module string: 150

· Module strings connected in parallel per array: 1000

Figure (2.8) shows the PV output power, Vdc and VPV as a function of insolation. The insolation

variation simulates the shading of the PV panels due to large moving clouds. Although the

time-scales are accelerated for the purpose of simulation, the insolation variation is analogous to

what is expected from a cloud-related panel shading event. The output power PPV drops almost

proportionally with insolation, while the MPPT algorithm tries to find the optimum operating

point which is tracked by the boost converter. It is clear from figure (2.8) that PPV is highly

non-deterministic and behaves more like a negative load than a conventional generator. Also,

there are no inherent rotating masses or energy storage devices associated with a PV plant, and

hence their increasing penetration of into the grid contributes to the reduction in stability of

the grid, as discussed earlier.
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Figure 2.9: Grid side DC-to-AC converter control block diagram

Grid-side converter controls

The primary purpose of the grid side converter, as shown in figure 2.7, is to maintain the

high voltage DC bus voltage constant, the secondary purpose of the controls is to utilize the

remainder of the current rating of the converter to provide reactive power support. A rotating

reference frame with the d-axis aligned with phase A line voltage Va is considered which makes

Vq = 0. This linearizes equation set (2.9) as under:

P =
3

2
VdId

Q =
3

2
VdIq

(2.10)

From equation set (2.10), it is apparent that real power output is directly proportional to Id,

while the reactive power output is directly proportional to Iq. This is because, in general, the

magnitude of the AC side terminal voltage remains fairly constant and Vd equals the peak

magnitude of the voltage sine wave in the chosen reference frame. The command I∗d is obtained

by comparing the reference DC bus voltage with the actual DC bus voltage. The DC current

Idc is fed-forward to improve the performance of the PI controller.

The command I∗q is driven by the control objectives for the VSC, namely:

- Provide reactive power support
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- Regulate the AC terminal voltage

- Unity power factor operation, i.e. I∗q = 0.

Usually I∗q is also limited by the current carrying capacity of the power electronic switches and

is set to zero when the converter is operating at its maximum real power output rating. The

VSC essentially can function like a STATCOM when the real power output is zero.

Figure 2.9 shows the control block diagram for the DC-AC converter. The current references

are generated as explained in the previous paragraphs and are given to current controllers along

the respective axes to generate the voltage references for the converter. The voltage references

are transformed to the abc frame and then compared with a high frequency triangle wave to

generate the pulse width modulated (PWM) pulses for the power electronic switches.

2.3.3 Wind farms

Historically, wind energy has been harnessed using windmills for pumping water and grounding

grain. Wind energy was also used extensively during the ‘Age of Sail’ to propel ships across

oceans. However, the modern wind turbine is quite different from windmills and is optimized

to extract maximum energy from the blowing wind. Almost all large wind turbines have the

same design with minor changes: a horizontal axis wind turbine (HAWT) having an upwind

rotor with three blades. Wind farms can be located both on-shore and off-shore, each having

their different advantages. Off-shore wind turbines encounter higher speed winds than on-shore

turbines, as there are less obstructions off-shore. However maintenance and repair of on-shore

turbines is much cheaper than off-shore turbines.

Figure 2.10 shows the schematic of a Newtonian fluid flow through a disk-shaped actuator,

which represents the wind turbine. From the continuity equation, A1ν1 = Aν = A2ν2. Since

the air density ρ does not vary during this process, the mass flow rate can be written as

ṁ = ρA1ν1 = ρA2ν2. Finally, the kinetic energy stored in the wind before it encounters the

turbine is 1
2mν21 . Thus the power stored in the wind Pw before it hits the wind turbine is given
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Figure 2.10: Schematic of fluid flow through a disk-shaped actuator

as [15],

Pw =
1

2
ρA1ν

3
1 (2.11)

Equation (2.11) indicates that Pw is in direct proportion to the third power of the wind velocity

ν1. The wind turbine can extract only some of this power Ps, given by,

Ps =
1

2
CpρπR

2ν31 (2.12)

In equation (2.12), R is the radius of the circle swept by the wind turbine, and Cp is the power

coefficient that expresses the effectiveness of the wind turbine in transforming the wind’s kinetic

energy into mechanical energy. Cp is a function of the ‘tip-speed’ ratio λ = ωR
ν1

, where ω is the

angular velocity of the turbine blades. The theoretical upper bound on Cp is given by Betz’s

law, Cpmax = 16
27 ≈ 0.593. Most large wind turbines achieve a peak Cp in the range of 0.45 to

0.50.

From equation (2.12), it is clear that the shaft power available varies significantly depending

on the wind speed, and at certain low speeds, the shaft power available is not enough to cover

even the maintenance caused due to wear and tear of gears and bearings. Hence, wind turbines

have a cut-off speed below which they are not operated. Also since Ps varies with the cube
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of wind speed, the shaft power increases quite rapidly with increasing wind speeds. In such

situations, it becomes difficult to keep λ and hence Cp constant without damaging the turbine

itself. Thus, at high wind speeds, the turbine reduces Cp by rotating its blades in order to

maintain an constant power output while protecting the turbine itself. At even higher wind

speeds, the turbine is locked to prevent it from getting damaged.

Electrical generators

The previous section explained the mechanical aspects of the wind turbine and explains how

the wind energy is transformed into the mechanical energy on the shaft. The shaft mechanical

power is converted to electrical power by means of a electrical generator. Typically, two types

of electrical machines are used,

- Doubly Fed Induction Generator (DFIG)

- Permanent Magnet Synchronous Generator (PMSG)

The DFIG is essentially a 3-ϕ induction machine with a wound rotor, and is similar to the

wound rotor induction motor (WRIM) in construction. However, WRIMs have their rotor

windings connected to an external resistor bank which are used for motor speed control. The

rotor side connections on a DFIG are connected to a 3-ϕ VSC which is connected in a back-to-

back configuration to another 3-ϕ VSC. The second VSC is connected to the grid on the AC

side, and is often referred to as the ‘grid-side converter’. The VSC connected on the rotor side

is termed as the ‘rotor-side converter’. The rotor-side converter is responsible for controlling

the electrical torque of the machine while the grid-side converter holds the DC bus voltage and

the grid side voltage at pre-determined constant values. This configuration is usually referred

to as the ‘Type - 3’ configuration of wind turbines, as shown in figure 2.11. This configuration

is quite popular because the converters do not carry the full power output of the wind turbine,

and they can be designed with a lower rating which corresponds to a fraction of the actual

rating of the turbine.
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Figure 2.11: Schematic drawings of type - 3 and type - 4 wind turbine configurations

The PMSG is a 3-ϕ synchronous machine with a permanent magnet as a rotor. The rotor

magnet is usually a rare earth magnet made from an alloy of neodymium, iron and boron,

referred to as a ‘NdFeB’ or neodymium magnet. The rotor has no external connections and the

stator side is directly connected to a 3-ϕ VSC which is again connected back-to-back to another

3-ϕ VSC directly connected to the grid. The first VSC, also referred to as the ‘stator-side

converter’ controls the PMSG electrical torque for MPPT operation. The ‘grid-side converter’

holds the DC bus voltage and the grid side voltage at pre-determined constant values. This

configuration is usually referred to as the ‘Type - 4’ configuration of wind turbines or the full

converter design, as shown in figure 2.11. This is because the converters in this design are

required to carry the full power output of the wind turbine and need to be rated appropriately.

Although this increases the cost of the converter, it must be noted that this configuration does

not have any rotor side connections which require brushes and slip-rings for an continuous

electrical connection. This leads to reduced maintenance costs.

Type - 3 wind turbines

To understand the control and operation of a type - 3 wind turbine, a description of the electrical

model of the DFIG is required [16, 17, 18]. The stator circuit equations for the DFIG can be
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written in the arbitrary synchronously rotating frame of reference as

λds = LsIds + LmIdr

λqs = LsIqs + LmIqr

Vqs = RsIqs + pλqs + ωeλds

Vds = RsIds + pλds − ωeλqs

(2.13)

where Vqs and Vds, Iqs and Ids, λqs and λds are the d- and q-components of the stator voltage,

stator current and stator flux, respectively. Rs and Lm are the stator resistance and magnetizing

inductance, respectively. Ls = Lls + Lm, where Lls is the stator leakage inductance. ωe is the

stator electrical frequency in rad/s. The operator p symbolizes the time derivative d
dt
. Similarly,

the rotor circuit equations can be written as

λdr = LrIdr + Lmids

λqr = LrIqr + Lmiqs

Vqr = RrIqr + pλqr + (ωe − ωr)λdr

Vdr = RrIdr + pλdr − (ωe − ωr)λqr

(2.14)

where Vqr and Vdr, Iqr and Idr, λqr and λdr are the d- and q-components of the rotor voltage,

rotor current and rotor flux, respectively. Rr is the stator resistance, while Lr = Llr + Lm,

where Llr is the rotor leakage inductance. ωr is the rotor angular velocity in rad/s.

The control can be simplified with the proper choice of the reference frame. For wind turbine

control, the stator flux reference frame is often chosen since it makes the control simpler for the

rotor side converter. Thus, we align the rotating reference frame with the d-axis stator flux,
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Figure 2.12: Control block diagram of type - 3 wind turbine

making λqs = 0. Equation (2.13) reduces to

λds = LsIds + LmIdr

Iqs = −Lm

Ls
Iqr

Vqs = RsIqs + ωeλds

Vds = RsIds + pλds

(2.15)

Equation (2.15) can be combined with equation (2.14) as under,

σ = 1− L2
m

LsLr

λdr =
Lm

Ls
λds + σLrIdr

λqr = σLrIqr

Vqr = RrIqr + σLrpIqr + (ωe − ωr)

(
Lm

Ls
λds + σLrIdr

)

Vdr = RrIdr + σLrpIdr +
Lm

Ls
pλds − (ωe − ωr) σLrIqr

(2.16)

It must be noted that since the reference frame selected is aligned with λds, under normal

circumstances pλds = 0, except during transients. Thus that term can be ignored during
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control design. From equation (2.15), it is clear that if the series resistive voltage drop is small,

Vds ≈ 0. Hence, it is also common to use a stator voltage reference frame aligned with Vqs.

However, for the purpose of this analysis, the stator flux reference frame will be used.

The cross-coupling terms in equation (2.16) are an order of magnitude smaller than the

back EMF term, and their influence can be eliminated by a PI controller along each axis [17].

However, the term (ωe − ωr)
(
Lm

Ls
λds

)

is large and needs to be compensated using a feed-forward

term based on the estimates of d-axis stator flux. Current control can be used to generate the

corresponding voltage reference values as shown in figure 2.12. The current references I∗qr and

I∗dr can be obtained in different ways depending upon the control objective. Real and reactive

power references P ∗
c and Q∗

c are usually used to generate the current references as under,

I∗qr = − 2LsP
∗
c

3LmVqs

I∗dr =
λds

Lm
− 2LsQ

∗
c

3LmVqs

(2.17)

Typically, the DFIG is expected to generate real power based on the output of the MPPT

algorithm. The reactive power output of the DFIG can also be controlled, however, setting a

non-zero reactive power output will limit the real power output of the machine. Hence it is

typical to set the reactive power output of the DFIG to zero. The grid-side VSC controls are

identical to the DC-AC converter used in photovoltaic systems. The d-axis current loop helps

maintain the DC bus voltage at a constant value, whereas the q-axis current loop can keep the

stator side voltage fixed at a constant value, or provide reactive power compensation.

A 2MW wind turbine with a DFIG was simulated in PSCAD in a type - 3 wind turbine

configuration. The DFIG model in PSCAD operates in two modes: ‘Speed control’ and ‘Torque

control’ modes. PSCAD recommends that the DFIG model be started in the ‘Speed control’

mode and then changed to ‘Torque control’ mode, which is the normal mode of operation for a

DFIG. The DFIG is operated in the ‘Speed control’ mode for the first second of the simulation

and the rest of the simulation is performed in the ‘Torque control’ mode. For the purpose of
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Figure 2.13: Variation of ωr, Pc and Iar with wind velocity ν1 over time

simulation, the power coefficient Cp was set to 0.28 and the initial wind speed was considered

to be 11 m/s. The wind speed was changed to 15 m/s in steps of 2 m/s every 2 seconds,

and reduced back to 9 m/s in steps of 2 m/s every 2 seconds. The performance of the DFIG

controller can be seen in figure 2.13 where wind velocity ν1, rotor angular speed ωr, stator real

power Pc and rotor side A-phase current Iar are plotted as a function of time.

Type - 4 wind turbines

The control and operation of type - 4 wind turbine can be understood better by giving a

description of the electrical model of a PMSG. For simplicity, it is assumed that there are

no damper windings on the PMSG rotor. The stator side flux and KVL equations in the

synchronously rotating reference frame are written as [18, 19, 20]:

λqs = LqIqs

λds = LdIds + λf

Vqs = RsIqs + pλqs + ωeλds

Vds = RsIds + pλds − ωeλqs

(2.18)
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The torque equation for the PMSG is,

Te =
3

2

P

2
[λf + (Ld − Lq) Ids] Iqs (2.19)

where Vqs and Vds, Iqs and Ids, Lq and Ld, λqs and λds are the d- and q-components of the

stator voltage, stator current, stator inductance and stator flux, respectively. Rs and λf are the

stator resistance and permanent magnet flux, respectively. ωe is the stator electrical frequency

in rad/s, while Te is the electromagnetic torque. The dynamics shown in equation (2.19) can

be further simplified by an appropriately chosen rotating reference frame, as in the case of the

DFIG. Usually the choice of reference frame is determined by the various control strategies

available [21], some of which are listed below:

- Zero d-axis Current (ZDC) control

- Maximum Torque per Ampere (MTPA) control

- Unity Power Factor (UPF) control

Each control strategy adopts a different control objective, which is indicated in the title of those

strategies. For the purpose of this thesis, the ZDC control algorithm is discussed in detail. As

the title states, the objective of ZDC control is to ensure that the d-axis stator current, Ids = 0,

which linearizes the torque expression from equation (2.19) to,

Te =
3

2

P

2
λf Iqs (2.20)

Since λf remains constant, the electromagnetic torque command T ∗
e is used to generate the

stator q-axis current reference I∗qs as

I∗qs =
4T ∗

e

3Pλf

(2.21)

The set-point I∗ds = 0. The voltage references for the VSC can be generated using current

controllers along the q- and d-axes respectively. The control block diagram for the ZDC strategy
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Figure 2.14: Control block diagram of type - 4 wind turbine

can be seen in figure 2.14. Usually the rotating reference frame aligned with the d-axis of the

rotor, i.e. the magnetic axis of the permanent magnet, is chosen for simplifying the controls.

As in the case of type - 3 wind system, the grid-side converter controls are identical to the ones

used in photovoltaic systems.

2.4 Conclusion

This chapter provides an introduction to photovoltaic plants and wind farms, which are ex-

pected to penetrate the electric grid rapidly over the next 25 years. These renewable sources

of energy are quite different from conventional sources of generation like coal and nuclear, in

the way that their real power output cannot be changed as required by the system. These re-

sources vary aperiodically, and are vastly dependent on the weather and the time of day. These

attributes make them similar to loads, and are usually considered as negative loads in power

flow calculations.

It is clear that these resources will affect the existing power networks in unique ways, some

of which will be explored in the next chapter. Further, additional power electronic controllers

will be required to mitigate some of the adverse effects caused by the large scale penetration of

non-deterministic renewable energy resources.

29



Chapter 3

Review of FACTS devices

3.1 Introduction

Flexible AC Transmission Systems (FACTS) devices are AC power system controllers which

utilize high speed power electronic switches controlled in a specific pattern to achieve different

control objectives. FACTS devices are segregated into two types: 1. Thyristor based, and 2.

Switching converter based. As discussed in chapter 1, switching converter based FACTS devices

will be considered in this thesis. Voltage Source Converters (VSC) are the most common type

of switching converters used in power systems and are the building blocks of FACTS devices.

The most popular FACTS devices are listed under:

- Static Synchronous Compensator (STATCOM)

- Unified Power Flow Controller (UPFC)

- Static Series Synchronous Compensator (SSSC)

- Interline Power Flow Controller (IPFC)

The FACTS devices listed above have different control objectives based on their capabilities.

The STATCOM and SSSC typically require one VSC, whereas UPFC and IPFC usually have

two or more VSCs connected to a common DC bus. The averaged VSC model is derived
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in chapter 2 which describes the averaged behavior of the VSC over several switching cycles.

The averaged model of the VSC is a second-order model with cross-coupling terms as seen in

equation (2.8), which is rewritten here for convenience:

d

dt









Id

Iq

I0









=









−Rs

Ls
ωe 0

−ωe −Rs

Ls
0

0 0 −Rs

Ls

















Id

Iq

I0









+
1

Ls









Ed − Vd

Eq − Vq

E0 − V0









(3.1)

Chapter 2 also demonstrates a generic current control strategy [10], and its control block dia-

gram can be seen in figure 2.9. The grid-side VSC is functionally similar to a STATCOM or

the shunt connected VSC in a UPFC. Current control is a basic control strategy suitable for

two-level shunt connected VSCs, but multi-level VSCs have additional control loops which are

responsible for their proper operation. The various multi-level VSC configurations and their

controls will be discussed in subsequent sections. A brief discussion on phase-shifting transform-

ers is also included in this chapter as it is a popular technology used in transmission systems,

often as a substitute for FACTS devices.

3.2 Phase-Shifting Transformers

The sending end real and reactive power flow across a transmission line with impedance Zt =

Rt + jXt is given by [22],

Ps =
1

R2
t +X2

t

(
V 2
s Rt − VsVrRt cos δsr + VsVrXt sin δsr

)

Qs =
1

R2
t +X2

t

(
V 2
s Xt − VsVrRt sin δsr − VsVrXt cos δsr

)
(3.2)

Vs∠δs and Vr∠δr are the line voltage phasors at the sending and receiving end of the transmission

line, and δsr = δs − δr. For most transmission lines, the series resistance Rt is quite small as
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compared to the series inductive reactance Xt, and equation set (3.2) reduces to

Ps =
VsVr

Xt
sin δsr

Qs =

(
V 2
s − VsVr cos δsr

)

Xt

(3.3)

The power flow in transmission lines connected in parallel between two buses is determined by

the series impedance of those lines. Specifically, with respect to equation set (3.3), Ps ∝ 1

Xt
,

i.e. the real power flow in a line is inversely proportional to the series reactance of that line.

Typically, Xt is a function of transmission line length, which is not a controllable parameter.

Xt also depends on the conductor dimensions and inter-conductor distances, which are also not

controllable. Thus, control of power flow across transmission lines would require an external

controller which would either alter Xt or Vs∠δs to change the power flow.

Phase shifting transformer (PST) is a common power flow controller connected in series with

the transmission line which needs regulation. The PST usually consists of one shunt connected

unit and a second series connected unit. The shunt connected unit has a load tap changer

(LTC) on the the secondary side which regulates the voltage to be injected in series with the

transmission line. Power flow is regulated by controlling the phase angle difference δsr, which in

turn is controlled by the series injected voltage. Two designs of PSTs are common in industry:

• Symmetrical PSTs

• Asymmetrical PSTs

The difference in the two designs stems from the point at which the shunt winding is

connected with respect to the series winding. This difference can be seen in figure 3.1. For a

symmetrical PST, the shunt winding is tapped from the center point of the series winding. As

a result of this, the voltage magnitude is the same at both terminals of the series winding, and

the two differ only in phase. The transformation ratio for this PST is given as 1e±jφ, where φ

is the phase angle difference between the two ends of the series winding.

For an asymmetrical PST, the shunt winding is not tapped from a symmetric location on
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Figure 3.1: Symmetrical and asymmetrical PST circuits and phasor diagrams

the series winding, and thus the transformation ratio for this PST across the series winding

terminals is given as ae±jφ, where a is a number other than 1. A special case of the asymmetrical

PST is a quadrature booster, where the shunt winding is connected to the source side and

the series injected voltage is at quadrature to the phase-to-neutral source side voltage. The

quadrature booster mainly controls the real power flow, but since it also changes the voltage

magnitude slightly, the reactive power flow is also affected slightly at the same time. Figure

3.2 shows the performance of a PST operated as a quadrature booster. The transformer tap is

gradually changed from the maximum value to minimum and back, and the changes in φ, line

real and reactive power flows Ps and Qs, and transformer real and reactive losses Pt, Qt are

plotted.

The phase shifting transformer (PST) can control both real and reactive power in a trans-

mission line, however it relies on mechanical tap-changers for its operation. The combination

of current carrying parts while in motion leads to mechanical wear and tear of tap-changer

contacts as well as degradation of transformer oil. Also, the complicated connections of the

PST imply that designing the protection system for it is a considerable challenge. Further, it

is also clear from the plots in figure 3.2 that the reactive power requirements of the PST are a

substantial proportion of its actual rating.
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Figure 3.2: PST: Variation of φ, Ps, Qs, Pt and Qt over time

3.3 FACTS devices

This section will outline the typical control algorithms and control objectives of the STATCOM,

the SSSC and the UPFC in detail. Also a brief description of multi-level converters will be given.

3.3.1 STATCOM

The STATCOM is a FACTS device which consists of a VSC connected in shunt with the bus

requiring compensation. Usually, a STATCOM is connected to the bus through a step-up

transformer, except in the case when the Modular Multi-level Converter (MMC) or Cascaded

H-Bridge (CHB) type of VSC is used.

STATCOMs are generally used as a controllable source of reactive power in large power

systems. Construction-wise, it is identical to a grid-side converter used in interfacing renewable

energy resources with the 3-φ AC grid. However, functionally it has different control objectives.

While the main function of the grid-side converter is to transform DC real power to AC real

power, a STATCOM is typically used to provide reactive power support to the network. It

exchanges a minimal amount of real power with the network for the purpose of keeping the DC

capacitor voltage constant and recuperation of switching losses. STATCOMs can be controlled
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Figure 3.3: STATCOM type - I control block diagram

using two contrasting control schemes [10], which are listed below:

• Type - I control

Type - I control involves controlling both d- and q- axis currents separately using their

own control loops. The DC voltage is kept fixed through the d-axis control loop. This

control requires PWM for proper operation.

• Type - II control

Type - II control, also referred to as “angle control”, involves controlling the phase angle

between the AC side terminal voltage and the STATCOM output voltage. This control

is suitable for line frequency switching.

Type - I control

The type - I control technique is typically used with IGBTs or MOSFETs which are suitable

devices for PWM switching and is used in CHB or MMC type converters in conjunction with

other capacitor charge balancing algorithms. Figure 3.3 shows the block diagram for type - I

control used in STATCOMs. This control is designed around a particular choice of rotating

reference frame, specifically, a rotating reference frame with its d-axis aligned with phase A line
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voltage Va, which makes Vq = 0. This linearizes equation (2.9) as

P =
3

2
VdId

Q =
3

2
VdIq

(3.4)

From equation set (3.4), it is apparent that real power output is directly proportional to Id,

while the reactive power output is directly proportional to Iq. In general, the magnitude of

the AC side terminal voltage remains fairly constant and Vd equals the peak magnitude of the

voltage sine wave in the chosen reference frame. The command I∗d is obtained by comparing

the reference DC bus voltage with the actual DC bus voltage. The command I∗q is driven by

the control objectives for the STATCOM, namely:

- Provide reactive power support

- Regulate the AC terminal voltage

- Unity power factor operation, i.e. I∗q = 0.

When the STATCOM provide reactive power support, the q-axis current reference is calculated

as I∗q =
2Q∗

3Vd

, where Q∗ is the reactive power reference. When the STATCOM operates as a

voltage regulator, it exploits the coupling between reactive power and line voltage, which is

common in modern power systems. A PI controller can be used to obtain I∗q as

I∗q =

(

KPV +
KIV

s

)

(V ∗
d − Vd) (3.5)

The current references thus generated are given to current controllers along the respective axes

to generate the voltage references for the converter. The voltage references are transformed to

the abc frame and then compared with a high frequency triangle carrier wave to generate the

pulse width modulated (PWM) pulses for the power electronic switches. Figure 3.4 shows the

operation of a STATCOM connected at the far end of an unloaded long 230 kV transmission

line. Initially, since the line is unloaded, the receiving end terminal voltage of the transmission
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Figure 3.4: Type - I STATCOM: Variation of Vr, Iq, Vdc and Id over time

line rises to about 1.02 p.u. The voltage is reduced by 0.02 p.u. every 2 seconds till the voltage

reaches 0.96 p.u., starting at t = 1 second. Finally the voltage set-point is raised back to

1.0 p.u.. The transmission line receiving end voltage Vr, q- and d-axis current Iq and Id, and

DC capacitor voltage Vdc are plotted versus time and shows the performance of the type - I

controller. As discussed before, it maintains the DC capacitor voltage constant within a tight

band.

Type - II control

Type - II control is usually implemented in converters using Gate Turn-off (GTO) thyristors,

which are suitable for line frequency switching. Understanding type - II control requires the

inclusion of the DC capacitor voltage equations within the control algorithms. Assuming that

the loss in the switches is negligible, the power balance equation can be written as

VdcIdc =
3

2
(EdId + EqIq) (3.6)

Ed and Eq are the d- and q-axis voltages produced at the STATCOM terminals, whereas, Idc

is the transient current leaving the capacitor terminals. By applying Kirchoff’s current law on
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the DC side, we get

dVdc

dt
= − 1

C

(

Idc +
Vdc

Rp

)

(3.7)

Combining equations (3.6) and (3.7), we get

dVdc

dt
= − 1

C

[
3

2Vdc

(EdId + EqIq) +
Vdc

Rp

]

(3.8)

Let k =

√

E2
d + E2

q

Vdc
and α = arctan

Eq

Ed
. For type - I control, both k and α are controlled

separately (since both Ed and Eq can be controlled). However, for type - II control, k is fixed

while α is controlled to control the STATCOM current. Hence, this control is also termed as

‘angle control’, where α is the angle that is controlled. Equation (3.8) can be rewritten in terms

of k and α as

dVdc

dt
= − 1

C

[
3

2
kId cosα+

3

2
kIq sinα+

Vdc

Rp

]

(3.9)

Since k is fixed, Vdc changes as the operating point of the STATCOM changes. The dynamics of

Vdc can be incorporated into the STATCOM model by combining equation (3.8) with equation

(3.1) as

d

dt









Id

Iq

Vdc









=









−Rs

Ls
ωe

k
Ls

cosα

−ωe −Rs

Ls

k
Ls

sinα

− 3k
2C cosα − 3k

2C sinα − 1
RpC

















Id

Iq

Vdc









− 1

Ls









Vd

0

0









(3.10)

The 0-axis dynamic equation is ignored as its dynamics are not important in this analysis.

Equation (3.10) is of the form ẋ = Ax + Bu, where x = [Id Iq Vdc]
⊤ and u = [Vd 0 0]⊤. It

has the form of a linear state-space equation, however equation (3.10) is non-linear since the A

matrix is non-linearly dependent on α. If we linearize this equation around an operating point
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α0, Id0, Iq0 and Vdc0, we get

d

dt









∆Id

∆Iq

∆Vdc









=









−Rs

Ls
ωe

k
Ls

cosα0

−ωe −Rs

Ls

k
Ls

sinα0

− 3k
2C cosα0 − 3k

2C sinα0 − 1
RpC
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∆Iq

∆Vdc









+









− 1
Ls

−kVdc0

Ls
sinα0

0 kVdc0

Ls
cosα0

0 3k
2C (Id0 sinα0 − Iq0 cosα0)














∆Vd

∆α




 (3.11)

where all symbols have their usual meanings and the 0-subscript indicates the steady-state value

of that said quantity. From equation (3.11), it is clear that under the small-signal assumption,

a first order differential relationship exists between ∆x and [∆Vd ∆α]⊤. The term ∆Vd acts like

a disturbance term whereas ∆α is the main control input. The control input can be obtained

using the following control law as a function of the error in Iq,

∆α =

(

KP +
KI

s

)
(
I∗q − Iq

)
(3.12)

The control input ∆α needs to be added to the angle estimated by the phase locked loop (PLL)

which is measuring the terminal voltage angle θs. The total angle β = θs +∆α is used to then

generate the reference carrier wave which is compared with zero to create the ON/OFF signals

for the GTOs. This control can be seen in figure 3.5.

39



V1

I1

Transmission line

C

Vdc

V2

Vr

Figure 3.6: SSSC connected in a two-bus system with a transmission line

3.3.2 SSSC

The Static Series Synchronous Compensator (SSSC) is a Flexible AC Transmission Systems

(FACTS) device connected in series with a transmission line in order to provide a form of

controllable series compensation to the said line [23]. Figure 3.6 shows the SSSC consists of a

Switching Converter, usually a Voltage Source Converter (VSC) connected to the transmission

line through a series transformer. It primarily injects a controllable voltage in series with

the transmission line, the voltage injected being nearly at quadrature with the line current.

The phase difference is quite close to 90◦ since the SSSC only exchanges real power with the

transmission line in order to control its DC bus voltage value and to compensate for the losses

that occur in the switches in the converter [24].

Designing a SSSC is a significant challenge because, although it handles a relatively small

amount of volt-amperes, it is supposed to carry the full line current reflected onto the secondary

side of the series transformer, which can be a large current. The SSSC cannot be directly

disconnected from the network and can only be bypassed using a circuit breaker connected in

parallel to the SSSC [25]. Protection schemes for SSSC are quite complex and is one of the

chief reasons preventing large scale adoption of SSSCs into the network.
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Figure 3.7: Control block diagram for a vector-controlled SSSC

The primary application of the SSSC is active power flow control over the transmission

line it is connected in series with [2]. Other applications discussed in literature include the

sub-synchronous resonance (SSR) mitigation [26] - [27], damping of inter-area oscillations [28]

and offshore wind farm integration [29].

As in the case of STATCOMs, SSSCs can be controlled using two control techniques:

• Vector control

• Angle control

Vector Control

As in the case of STATCOM, SSSC vector control involves the control of VSC d- and q- axis

voltage injections separately in their own control loops. However, the SSSC controls are quite

simplified since they do not require current control for their operation.

There are several choices for aligning the d-axis of the rotating reference frame in SSSC

control: Sending end phase A voltage V1a, phase A transmission line current I1a. Both of

these choices are equally valid, however, it is common to align the d-axis of the synchronously

rotating reference frame with I1a. In this reference frame, the equations for real and reactive

41



0 2 4 6 8 10 12
-2

-1

0

1

2

V
1r

q
*

 in
 k

V

Series Voltage Injection command

0 2 4 6 8 10 12
0

0.2

0.4

0.6

t in seconds

I 1d
 in

 k
A

Transmission line d-axis current

(a)

0 2 4 6 8 10 12
0

5

10

15

V
dc

 in
 k

V

SSSC DC capacitor voltage

0 2 4 6 8 10 12
-0.2

-0.1

0

0.1

0.2

t in seconds

I 1q
 in

 k
A

Transmission line q-axis current

(b)

Figure 3.8: Vector controlled SSSC: Variation of V ∗
1rq, I1d, Vdc and I1q over time

power exchanged by the SSSC get simplified as,

PSSSC =
3

2
VSSSCd

I1d

QSSSC = −3

2
VSSSCqI1d

(3.13)

PSSSC and QSSSC are the real and reactive powers absorbed by the SSSC, VSSSCd
and VSSSCq

are the d- and q-axis voltages injected by the SSSC in series with the transmission line. The

SSSC DC bus voltage control algorithm controls VSSSCd
which maintains the DC bus voltage

at the specified constant value. VSSSCq is controlled in different ways to attain different control

objectives, like real power flow control or power oscillation damping.

Figure 3.7 shows the control block diagram of the SSSC which includes the DC voltage

regulation loop and the line current regulation loop. The dq reference voltages can be generated

for the SSSC as

V ∗
SSSCd

=

(

Kp +
Ki

s

)

(V ∗
dc − Vdc)

V ∗
SSSCq

=

(

Kp +
Ki

s

)
[
V ∗
1rq − (V1q − Vrq)

]

+ V ∗
1rq − ωbLsI1d

(3.14)

The reference V ∗
1rq is calculated depending on the control objective of the SSSC; for example,
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if the SSSC is required to insert a capacitive reactance X∗
q in series with the line, V ∗

1rq = I1dX
∗
q

is the control input. In case of series voltage injection, the calculation is trivial. Figure 3.8

shows the operation of a SSSC where it is used to inject a controllable voltage in series with

the transmission line.

SSSC’s primary application is power flow control. The power flow across a transmission line

is defined as Pl =
V1V2

Xt
sin δ, where V1∠δ and V2∠0 are the line voltage phasors at the sending

and receiving end of the transmission line. A simplistic transmission line model is considered

where the line is represented as a series inductive reactance Xt. Typically, the sending and

receiving end line voltage magnitudes are maintained within tight limits and it is normal to

assume that V1 = V2 = V . If the series voltage injection of the SSSC is VSSSC , then the power

flow across the transmission line is [2]

Pl =
V 2

Xt
sin δ +

V VSSSC

Xt
cos

δ

2
(3.15)

From equation (3.15), it can be seen that the SSSC increases the power flow along the transmis-
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Figure 3.10: Control block diagram for a angle-controlled SSSC

sion line in an additive manner, as opposed to a TCSC which does so in a multiplicative manner.

Also, the second term in equation (3.15) varies linearly with the series voltage injection VSSSC

and in general, insertion of VSSSC affects the real power flow in a transmission line linearly.

Thus control wise, the real power reference can be used to generate the command V ∗
1rq through

an appropriately designed PI controller.

V ∗
1rq =

(

Kpp +
Kip

s

)

(P ∗
l − Pl) (3.16)

Figure 3.9 shows the variation of power angle curves for the transmission line with the changing

series voltage injection. All quantities are per unitized for simplicity, with V = 1p.u. and

Xt = 1p.u. in the plots. From figure 3.9, it can be seen that the SSSC can provide the

maximum range of real power regulation when the power angle δ is less than 90◦. However,

this is not a matter of concern since 0 ≤ δ < 90◦ is the stable zone for real power transfer and

most transmission line power angles do not exceed 45◦.

Angle Control

As in the case of STATCOMs, angle control can be used to control SSSCs. The plant model of

the angle controlled SSSC is identical to the one derived for type - II STATCOM in equations

(3.10) and (3.11). The control block diagram for angle controlled SSSCs has been described in
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detail in [2, 24, 30] and can be seen in figure 3.10. The angle β calculated by the algorithm is

used to generate 3−φ voltage references, which are then used to generate the switching signals

for the converter.

3.3.3 UPFC

The Unified Power Flow Controller (UPFC) is a FACTs device that combines the functionality

of the STATCOM and the SSSC in a single unit. The UPFC utilizes two back-to-back (BTB)

connected VSCs, i.e. two converters with their DC buses connected to each other. One of the

VSCs is connected in shunt with the local bus and it effectively functions like a STATCOM.

The second VSC is connected in series with the transmission line connected to the same local

bus, like a SSSC. However, unlike a SSSC, the series connected VSC can inject a completely

controllable voltage in series with the transmission line. This means that the series VSC can

inject a voltage of any magnitude at any controllable angle, and thus it can control both real

and reactive power flowing across the transmission line [31, 32, 33].

The controls for the shunt-connected VSC are exactly identical to that of a STATCOM and

will not be described here in detail. The primary function of this VSC is to maintain the DC

bus voltage constant, however it must be noted that the DC bus voltage will be forced to change

due to the voltage injection of the series-connected VSC. Thus the shunt-connected VSC will be

primarily providing for the real power requested by the series-connected VSC over the DC bus.

If the shunt-connected VSC still has some MVA capacity left, the VSC can provide reactive

power support with its remaining MVA capacity.

The series-connected VSC functions in a similar manner to the SSSC. The SSSC, however,

injects a controllable voltage in series with the transmission line, but the voltage angle is close

to 90◦ and is not a controllable quantity. The series-connected VSC in the UPFC can inject a

series voltage whose magnitude and angle can be controlled independently, allowing the UPFC

to control both real and reactive power flows across a given transmission line. The control

block diagram of the UPFC can be seen in figure 3.11. UPFC series converter control has been
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Figure 3.11: Control block diagram of a Unified Power Flow Controller

discussed extensively in literature [34, 35, 36], and the control increases in complexity as the

converter construction becomes more complex.

Cross-coupling method is a rudimentary control technique, whose control law can be written

as 




V ∗
sed

V ∗
seq




 = −






0 −KP − KI

s

KP + KI

s
0











I∗sed − Ised

I∗seq − Iseq




 (3.17)

KP and KI are the proportional and integral gains of the active and reactive power controller.

The controller response can be improved upon by adding Kr to the diagonal elements in the

square matrix in equation (3.17). Kr is the control gain which is used to damp power fluctu-

ations. It is important to note that this power fluctuation is different from the “power swing”

oscillations understood by the power system engineers. Power swings are low frequency oscilla-

tion (≤ 1Hz) related to the moments of inertia of the turbine alternator. Kr is used to damp

the oscillations associated with UPFC operation in the range of 100 Hz and higher [35]. The

d-q components of the series inverter voltage are then calculated as [37]






V ∗
sed

V ∗
seq




 = −






Kr −KP − KI

s

KP + KI

s
Kr











I∗sed − Ised

I∗seq − Iseq




 (3.18)

The damping ζ and the natural frequency of oscillation ωn of the combined plant and control
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Figure 3.12: UPFC currents and DC capacitor voltage plots for changing P ∗
se and Q∗

se

system is then calculated as [35]

ωn =

√

(ωeL+KP )2 + (R+Kr)2

L

ζ =
R+Kr

√

(ωeL+Kp)2 + (R+Kr)2

(3.19)

The settling time can then be calculated as:

τ =
1

ζωn
=

L

R+Kr
(3.20)

Inspection of equations (3.19) and (3.20) reveals the fact that both damping and response time

of UPFC can be controlled to some extent by adjusting Kr. Increasing Kr decreases the system

response time. However there should be a compromise between faster response and damping.

From equation (3.19), Kr will be calculated as

Kr =
ζ
√

(ωeL+Kp)2
√

1− ζ2
−R (3.21)

Figure 3.12 shows the performance of a UPFC for different real and reactive power commands.
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Figure 3.12a shows the performance of the UPFC when the real power reference is varied while

the reactive power reference is kept fixed at 0 MV Ar. The real power reference P ∗
se is changed

to 5 MW at t = 2 s and it is sent to the controller as a current command I∗sed. The controller

tracks I∗sed and the the d-axis transmission line current changes to match the requested real

power command. At t = 6 s, P ∗
se is changed to −5 MW which is also tracked by the controller.

Figure 3.12b shows the performance of the UPFC when the reactive power reference is

varied while the real power reference is kept fixed at 0 MW . The reactive power reference Q∗
se

is changed to 5 MV Ar at t = 2 s and it is sent to the controller as a current command I∗seq.

The controller tracks I∗seq and the the q-axis transmission line current changes to match the

requested real power command. At t = 6 s, Q∗
se is changed to −5 MVAr, which the controller

attempts to track, however the requested reactive power command reduces the line voltage at

the sending end. This has the adverse effect that the current reference I∗seq is pushed even

higher, which the controller then tries to track. The reactive current Ishq supplied by the shunt

converter changes to regulate the changing sending end voltage and can be seen in figure 3.12b.

3.4 Conclusion

This chapter discussed the control and performance of various FACTS devices like the STAT-

COM, SSSC and the UPFC. The performance of the PST was included in this chapter, since

it is a popular alternative for FACTS devices in power flow control. It was noted that the PST

can control both real and reactive power along a transmission line, just like the UPFC. However,

the PST has large reactive power requirements as compared to the UPFC. Further, it involves

mechanical current carrying moving parts like the load tap changer (LTC) which require a lot

of maintenance for its proper operation.

Two control schemes for the STATCOM and SSSC were discussed: Angle control, and

Vector control. Angle control is a non-linear control scheme where complex voltage phasor

generated by the VSC is controlled using a single variable, namely the voltage angle α. Vector

control, on the other hand, uses a linear control scheme to generate two orthogonal voltage
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commands along the d- and q- axes. These voltage commands are used to generate switching

pulses for the VSC using pulse width modulation. Finally, a description of the UPFC, which is

the combination of a SSSC and STATCOM, was given and its control was explained in detail.

In addition to the control objectives discussed in this chapter, FACTS controllers can also

be used as dampers for power oscillations, usually caused by reduction in system inertia. As

discussed in chapter 2, reduction in system inertia could be due to several reasons, like loss of

generation or increased renewable penetration. Design and performance of damping controllers

for FACTS devices is explored in Chapter 6.
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Chapter 4

Multi-Area Power System Model

Identification

4.1 Introduction

Chapter 2 discusses the performance of renewable energy resources and highlights the problems

that will emerge after the gradual replacement of conventional energy resources with renewables.

However, the impact of renewables on a large power system can be quantitatively explained

through actual simulation of the large power system with renewable energy penetration.

Given the large size of any realistic power system, such as the Western Electricity Coordinat-

ing Council (WECC), it is very difficult to derive the pre-event or post-event dynamic model

for an entire network using measurements in real-time. System operators are, rather, more

interested in constructing reduced-order models that capture the dominant inter-area modes of

oscillations for their system [38]. Once constructed, these models can be continuously updated

with newer measurements at regular intervals of time, and used for accurate prediction of the

frequency and damping with which the different coherent clusters of the system may oscillate

with respect to each other in face of any future event. Such reduced-order models are often

referred to as wide-area models [39]-[40].
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Figure 4.1: WECC 500 kV transmission grid divided into five coherent generation areas, indi-
cated by red. The color map indicates the amount of generation provided by any area. Blue
circles indicate PMU locations.

Such a wide-area model of the WECC power system, starting from the major generation

clusters in Alberta, Washington and Oregon to the load clusters in Southern California, Mon-

tana and Arizona with intermediate voltage support at appropriate points is shown in fig. 4.1,

referenced from [41]. This figure shows the wide-area view of the WECC transmission grid,

breaking the system into five well-defined, and well-recognized coherent generation/load clus-

ters that oscillate with respect to each other in face of different disturbances. Various charac-

teristics of these inter-area oscillations have been studied extensively over the past decade using

synchrophasors [42]-[43], and are well-understood for the traditional operating conditions of the

WECC. However, with gradual expansion in transmission infrastructure as well as tremendous
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penetration of renewable power including wind and solar photovoltaic in the west coast over

the next decade, several dynamical properties of the WECC will change significantly, and so

will the characteristics of the inter-area oscillations and their stability margins. Such projected

changes are neither well-understood from an analytical perspective nor well-established from

an experimental or validation point of view.

The goal of this chapter is to bridge this gap by investigating how real-time changes in

operating conditions, unforeseen contingencies, and amount of renewable generation have an

impact on the inter-area oscillations in WECC, and validate those observations using a real-

time emulation framework. This goal is achieved by identifying a five-machine equivalent model

of the five-area WECC 500 kV power system as shown in fig. 4.2 using PMU measurements

collected from the terminal buses of each area. This model is implemented in a Real-time Digital

Simulator (RTDS), and tune its parameters for model validation. Thereafter, the model is used

to emulate the inter-area power flow oscillations in response to different types of disturbances

such as generator losses and line losses, as well as wind power penetration, and predict the

resulting slow oscillation frequency and damping. An algorithm is proposed to determine the

criticality of line loss events within any area based on the divergence of load flow. The model

allows us to test the sensitivity of the phase angle and frequency responses of any area to wind

injection in any other area, and also the limiting value of the penetration beyond which dynamic

performance starts degrading significantly. A series of experiments is carried out to illustrate

these sensitivity factors for different levels and locations of wind injection in WECC.

4.2 Description of the five-area model

The WECC 500 kV network is divided into five coherent non-overlapping areas as shown in

Fig. 4.2. Each area is associated with a unique terminal bus, which is a 500 kV substation,

conveniently referred to as a pilot bus. The identity of the pilot bus is chosen such that

1. The substation must have a PMU installed at its location
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Figure 4.2: Five-machine equivalent of WECC. The linear topology is validated by oscillation
analyses in WECC [41].

2. All generators within that area must lie electrically behind this substation.

A dynamic equivalent model for this network is then constructed by assuming each area to be

an equivalent generator, also referred to as an aggregated synchronous generator (ASG), with

the interconnecting 500 kV lines between the pilot buses of any two areas reduced to a single

equivalent transmission line, as shown in Fig. 4.2. The identity of the pilot bus of every area

is, therefore, retained in the reduced-order model. The buses are considered to be connected

in a line topology following the model given in [41]. The impedance of the equivalent tie-line

between pilot buses Pi and Pj is denoted as rij + xij .

The voltage phasor Vi∠θi is known at each pilot bus Pi owing to availability of PMU data at

that bus. Furthermore, the current Ii∠αi being injected at each pilot bus Pi can be calculated

from the difference in line currents flowing in and out of that pilot bus. Looking from the

pilot bus into the area, the equivalent generator is modeled as a Thevenin voltage source with

internal EMF Ei∠δi(t), and Thevenin reactance Zi = jxi. It can be shown that if the Thevenin

impedance is considered as ri+ jxi then the system may become unidentifiable. This is further

elaborated upon in Section 4.3.2.
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The aggregated synchronous generator is modeled as a second-order damped oscillator de-

scribed by the swing equation [44]:

Miδ̈i(t) = Pmi −
EiVi(t)

xi
sin (δi(t)− θi(t))−Diδ̇i(t) (4.1)

where Mi, Pmi and Di are the equivalent inertia, mechanical power input and damping factor of

the ith ASG. Since ASGi is a fictitious generator, field measurements for this generator are not

available, and hence higher-order models of synchronous generators are not used for analysis.

Our objective is to use PMU measurements of Vi∠θi, Ii∠αi, i = 1, ..., 5 in the actual system to

identify the following parameters of the equivalent model, namely:

1. Identification of inter-area tie-line impedance rij + jxij

2. Identification of Thevenin reactance jxi of ASGi

3. Identification of inertia Mi and damping Di of ASGi

Since the ASGi is obtained by collapsing the coherent areas of the network so that the reduced-

order model only captures the inter-area oscillation dynamics, the fast oscillation modes in the

PMU data resulting from intra-area oscillations between local generators in area Ai must be

removed. Considering a small-signal model of the actual WECC system, due to clustering any

PMU measurement can be decomposed as

y(t) = y0(t)
︸︷︷︸

DC modes

+
r∑

i=1

Rie
(σi+jωi)t

︸ ︷︷ ︸

ys(t): Inter-area modes

+
N∑

k=r+1

Rke
(σk+jωk)t

︸ ︷︷ ︸

yf (t): Intra-area modes

. (4.2)

The number r is selected such that ωi ǫ (0, 2π] rad/s, assuming that all inter-area modes for

WECC are less than 1 Hz [45]. Depending on baselining of the system using historical PMU

data, this range can be expanded or reduced for better estimation. The first task is to apply

any standard modal decomposition method (for example, see [42, 43, 46]) to extract ys(t) from

the phase angle and frequency measurements at the five pilot buses. In the next sections we

54



0 10 20 30 40 50 60 70 80 90 100
290.5

291

291.5

292

292.5

293

293.5

294

Time (secs)

 A
ng

le
 (

de
gr

ee
s)

Plot of θ
2
 − θ

1
 v/s time

 

 

 Original
 Slow Mode Content

(a)

0 10 20 30 40 50 60 70 80 90 100
312

312.5

313

313.5

314

314.5

315

315.5

316

316.5

317

 Time (secs)

 A
ng

le
 (

de
gr

ee
s)

 Plot of θ3 − θ1 v/s time

 

 

 Original
 Slow Mode Content

(b)

0 10 20 30 40 50 60 70 80 90 100
340

341

342

343

344

345

346

347

348

349

 Time (secs)

 A
ng

le
 (

de
gr

ee
s)

 Plot of θ4 − θ1 v/s time

 

 

 Original
 Slow Mode Content

(c)

0 10 20 30 40 50 60 70 80 90 100

324

325

326

327

328

329

330

331

332

333

334

 Time (secs)

 A
ng

le
 (

de
gr

ee
s)

 Plot of θ5 − θ1 v/s time

 

 

 Original
 Slow Mode Content

(d)

Figure 4.3: Voltage angle data for four pilot buses and their slow mode content
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describe how we can use ys(t) to identify reduced-order model parameters. Fig. 4.3 shows

the application of Prony analysis on the pair-wise difference between voltage angles of two

consecutive buses from fig. 4.1.

4.3 Identification of model parameters

4.3.1 Identification of inter-area tie-line impedance

The reduced-order model assumes that each pilot bus Pi is connected to the next pilot bus Pj

through a single equivalent transmission line. Since this line is a reduction of several long 500

kV transmission lines, ideally speaking an equivalent-π model of the transmission line should be

used. However, in order to calculate the equivalent shunt admittance at the end of each line, we

require the voltage at the pilot buses as well as the line charging current. If the line charging

current at any bus is not available from PMU data then it is not possible to estimate the

equivalent shunt admittance. The following two approaches can be adopted in such a scenario:

1. The shunt admittance values of a transmission line of a given length can be estimated

from typical values of admittance per mile values for 500 kV transmission lines for a given

conductor configuration, or

2. The shunt admittance of the transmission lines can be merged with the shunt load present

at the ASG, thus effectively eliminating them from the computation.

To ensure that all parameters can be evaluated using PMU data only, the second approach is

adopted in this chapter and the long transmission lines are represented by pure series impedance.

Additionally, physical 500 kV lines between every pair of pilot buses are identified, and lines with

substantially larger currents are selected for analysis. The net current Iij(t)∠βij(t) along the

fictitious transmission line is taken as the phasor sum of the currents in the selected transmission

lines at any point of time t. Using the voltages and currents thus obtained, the inter-tie
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impedance can be calculated using Ohm’s law in the phasor domain as,

Vi∠θi(t)− Vj∠θj(t) = Iij∠βij(t) · Z∠θz. (4.3)

Separating out real and imaginary parts, the estimation of Z and θz can then be posed as the

following non-linear least squares problem [47]:

min
Z,θz

∫ T

0

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

Vi cos θi − Vj cos θj − IijZ cos γ

Vi sin θi − Vj sin θj − IijZ sin γ

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

2

2

dt (4.4)

where γ = θz + βij . For this particular case study, the impedance values for the various

equivalent transmission lines were observed to be fairly constant over time if they are computed

for each time point using (4.3) instead of (4.4). These values were averaged over time, and the

average closely matched the solution of (4.4).

4.3.2 Identification of Intra-Area Thevenin reactance

After the estimation of “inter-tie” impedances, the next step is to estimate the small “intra-

tie” impedance values that connect the generator voltage source to the respective pilot bus.

Following a classical generator model for every ASG, we assume Ei to be constant, albeit

unknown. Field dynamics are ignored due to the absence of field currents and voltages for any

ASG. From fig. 4.4, it is clear that the phasors Ē, V̄ and ĪZ at any time t for any ASGi form

a triangle, with both Ē and ĪZ being unknown at all times. V is known, but E and IZ both

can take an infinite pair of values so that they satisfy Ohm’s law. Hence, to make the system

identifiable, the following assumptions are made:

1. Ei = 1 p.u., and

2. ri = 0, i.e. Zi = jxi.
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Figure 4.4: Phasor Diagram for the Aggregated Synchronous Generator

If we apply sine rule to the triangle using the above two assumptions, the following two equations

can be written:

δi(t) = cos−1(Vi(t) cosαi(t))− αi(t)

xi = sin δi(t)
Ii cosαi(t)







(4.5)

The estimate of xi was generated by solving (4.5) algebraically at every time step. The final

value of xi for each ASGi was obtained by taking its average over the defined time interval. An

alternative would be to compute the least squares estimate using the non-linear least squares

formulation similar to (4.4). The estimated value of xi is affected by changes in power flows

within area Ai, so the pre- and post-disturbance values of xi differ slightly from each other.

Pre-disturbance values of xi were considered for estimation of Mi and Di as well as in the

reduced-order dynamic model implemented in the RTDS.

4.3.3 Identification of Inertia and Damping

Linearize (4.1) under the assumption that the steady state value of rotor speed, ωs = 1 p.u.. If

the p.u. deviation in speed is defined as ωi = (ωri − ωs) /ωs = δ̇i/ωs,






∆δ̇i

∆ω̇i




 =






ωs∆ωi

−2Di

Mi
∆ωi − 1

Mi
∆Pei +

1
Mi

∆Pmi




 (4.6)
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where ωri is the actual rotor speed. However, the expression for Pei is given as

Pei = EiVi

xi
sin(δi − θi) (4.7)

Linearizing (4.7), we get an expression for the small signal variation in Pe = col(Pe1, ..., Pe5),

∆Pe = diag
(
Ei

xi
sin(δi0 − θi0)

)

∆V (t)

+ diag
(
EiVi0

xi
cos(δi0 − θi0)

)

∆δ(t) (4.8)

− diag
(
EiVi0

xi
cos(δi0 − θi0)

)

∆θ(t)

where Vi0, θi0 and δi0 represent the steady-state values of Vi, θi and δi. For the network,

~I = Ȳbus
~V can be written using Kirchoff’s Current law, where Ybus is the bus admittance matrix.

But for the generators, from Kirchoff’s Voltage law, ~I = Ȳg( ~E− ~V ), where Ȳg = diag(1/jxi).

Combining these equations, we get ~V = Ȳ ~E, where Ȳ = (Ȳbus + Ȳg)
−1Ȳg. Separating out

real and imaginary parts,

VR = Vi cos θi = YREi cos δi − YIEi sin δi (4.9)

VI = Vi sin θi = YIEi cos δi + YREi sin δi (4.10)
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where Ȳ = YR + jYI , and YR and YI are real matrices. Linearizing (4.9) and (4.10), it can be

easily shown that






∆V (t)

∆θ(t)




 =






F 05×5

G 05×5











∆δ(t)

∆ω(t)






where






F

G




 =






diag(cos θi0) −diag(Vi0 sin θi0)

diag(sin θi0) −diag(Vi0 cos θi0)






−1

×






−YRdiag(Ei sin δi0) −YIdiag(Ei cos δi0)

YRdiag(Ei cos δi0) −YIdiag(Ei sin δi0)




 (4.11)

Substituting (4.11) in (4.8), ∆Pe can be expressed purely as a function of ∆δ as follows,

∆Pe =
[

diag
(
Ei

xi
sin(δi0 − θi0)

)

F

+ diag
(
EiVi0

xi
cos(δi0 − θi0)

)

(I −G)
]

∆δ

= L∆δ (4.12)

Substituting (4.12) in (4.6), Equation (4.13) is obtained.






∆δ̇

∆ω̇






︸ ︷︷ ︸

Ẋ

=






05×5 ωsI5×5

diag
(

−1
Mi

)

L diag
(
−2Di

Mi

)






︸ ︷︷ ︸

A






∆δ

∆ω






︸ ︷︷ ︸

X

+






05×5

diag
(

1
Mi

)






︸ ︷︷ ︸

B

∆Pm
︸ ︷︷ ︸

U

(4.13)

where ∆δ = col(∆δ1, ...,∆δ5), ∆ω = col(∆ω1, ...,∆ω5), ∆Pm = col(∆Pm1, ...,∆Pm5), ∆V =

col(∆V1, ...,∆V5) and ∆θ = col(∆θ1, ...,∆θ5). The prefix ∆ denotes a small-signal change over

the pre-existing equilibrium. Equation (4.11) shows the small-signal change in the pilot bus
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voltage and angles as a function of the state variables,






∆V (t)

∆θ(t)






︸ ︷︷ ︸

Y

=






F 05×5

G 05×5






︸ ︷︷ ︸

C






∆δ(t)

∆ω(t)






︸ ︷︷ ︸

X

(4.14)

Equations (4.13)-(4.14) are of the form

Ẋ(t) = AX(t) +BU(t), X(0) = X0

Y (t) = CX(t).







(4.15)

The estimation of Mi, Di, ∆Pmi, i = 1, ..., 5, can then be posed as the following non-linear least

squares problem:

min
Mi,Di,∆Pmi

∫ t∗

t=0
‖Y (t)− Ŷ (t)‖22dt (4.16)

where

Ŷ (t) = CeAtX(0) +

∫ t

τ=0
CeA(t−τ)B∆Pmdτ, (4.17)

Y (t) is the PMU data stream post modal decomposition, and t∗ is the length of time selected

so as to include all the post-disturbance oscillations. Estimation of Mi, Di, ∆Pmi from (4.16)

completes the identification of the reduced-order system. The actual least squares estimation

was limited to consider only the small-signal pilot bus voltage angles ∆θ, i.e. the following

output equation, ∆θ(t)5×1 = G5×5∆δ(t)5×1 was considered. The actual PMU data stream

can vary between 3 to 5 minutes in duration, and using the entire length of data gives no

advantage in estimation of dynamic parameters, while it increases the computational costs at

the same time. Hence, in these estimations, t∗ is defined as the time interval from the start of

the disturbance event to the point where the oscillations are indistinguishable from noise in the

PMU data stream.
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Table 4.1: Parameters used in simulation

Machine Station 1 Station 2 Station 3 Station 4 Station 5

Inertia (MW-s/MVA) 75 162.92 244.636 32.42 24.82
Damping (p.u./p.u.) 10 15 3.688 0.594 0.621
Rated MVA 1500 2500 3000 3000 3000
Machine Internal Voltage 1.012 pu 0.995 pu 1.023 pu 0.988 pu 0.997 pu
Bus Load Prefault MW 0 679 3000 2791 1000
Bus Load Postfault MW 0 0 3000 2000 2216
Pre-Fault Governor Setting 0.4926 pu 0.8646 pu 0.4687 pu 0.6389 pu 0.5856 pu
Post-Fault Governor Setting 0.4644 pu 0.8349 pu 0.4068 pu 0.6780 pu 0.5705 pu
Calculated Tie-line Reactance 24.8986j 18.1871j -3.4j 18.7462j 34.4729j
Used Tie-line Reactance 24.8986j 18.1871j 18.7462j 18.7462j 34.4729j
Exciter Model (IEEE) Type ST1 Type ST1 Type ST1 Type ST1 Type ST1
Governor model (IEEE) Type 1 Type 1 Type 1 Type 1 Type 1
Bus Type PQ PQ Slack PQ PQ

4.4 Tuning for Model Validation

The output of the identified model already matches the PMU measurements in a least-squares

sense. Therefore, one may question the necessity of validating the model further. The reason,

however, is that, theoretically speaking, the identification is done only for the second-order ideal

swing model (4.13), but when this model is implemented in RTDS using RSCAD, one must

design additional generator components such as the excitation system, AVR, power system

stabilizers, and governors, each of which has its own nonlinear dynamics that were not identified

in the steps listed in section III. Therefore, upon implementation of this software model, the

predicted response may not match the response of the identified model. A second round of

parameter tuning is needed. We next describe the steps of this tuning process. Table 4.1 gives

an overview of all the final values used in the tuned model.

4.4.1 Capacitor at Station 3

The estimate of the intra-area or internal reactance of the ASG at Station 3 was found to be

negative, indicating a large capacitive VAR flow in the line. This observation is consistent with

the fact that there is indeed a large switched capacitor bank near the location of the pilot bus
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Table 4.2: Estimated inter-tie impedance values

Line Reactance

Station 1 - Station 2 56.34 + 120.39j
Station 2 - Station 3 0.64 + 22.67j
Station 3 - Station 4 30.83 + 81.16j
Station 4 - Station 5 11.03 + 94.51j

Table 4.3: Validation of Pilot Bus Voltages via Load Flow

Bus
Voltage

Simulated PMU Data

Station 1 1.012 pu 0.996 pu
Station 2 0.995 pu 0.963 pu
Station 3 1.023 pu 1.006 pu
Station 4 0.988 pu 0.977 pu
Station 5 0.997 pu 0.982 pu

3 [48]. However, no data pertinent to the number of capacitor banks switched in during the

event was available. Therefore, a capacitor bank was considered at Station 3 in the RSCAD

simulation whose size was determined by matching the pre-fault voltage at Station 3 with that

observed from the PMU data. The final values of the inter-area impedances are given in Table

4.2.

4.4.2 Voltage Tuning

Though matching of phase angles (or power flow) and frequency is of primary interest for

oscillation analysis, matching the bus voltages to a reasonable level of accuracy is also important.

Internal generator voltages were therefore, tuned so that load-flow compilation yielded a close

match of the pilot bus voltage to that observed from the PMU measurements. Table 4.3 lists

the voltages from RTDS versus that in the PMU data. The values are within two percent of

each other.
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Table 4.4: Voltage angle and Power flow change across Inter-area tie-lines

Line
Angle Power Flow in MW

Pre-fault Post-fault ∆θ Pre-fault Post-fault ∆P

Station 1
17.45◦ 17.49◦ 0.04◦ 669 670.5 1.5

-Station 2
Station 2

8.43◦ 11.15◦ 2.72◦ 1916 2595 679
-Station 3
Station 3

-4.02◦ -10.98◦ -6.96◦ -247 -672 -425
-Station 4
Station 4

12.38◦ -11.17◦ -23.6◦ 639 -577 -1216
-Station 5

4.4.3 Matching post-fault power flows with switched loads

At the instant of the fault or disturbance, the phase angles show a sudden sharp increase or

decrease from their equilibrium values. The actual values of these changes are shown in table

4.4. Three of the four phase angles in the filtered PMU data (i.e., after modal decomposition)

display a large change in angle at the immediate time of the fault. Using (4.1), it is possible

to calculate the change in power necessary to recreate these instantaneous phase angle changes.

This was modeled by adding or subtracting resistive loads on appropriate buses.

The pre- and post-fault steady-state phase angles were further tuned using the governor

load reference set-points. The values of the steady-state phase angles pre- and post-fault are

compared against the PMU data in Table 4.5. Essentially, the machines have different power

set-points post-fault compared to pre-fault. This change has allowed very close matching of the

steady-state phase angles. The exact values used for these governor load reference set points

are shown in Table 4.1. It should be noted that changing the governor setpoint changes the

phase angles across the lines over a slower time-scale than changing the immediate load at each

pilot bus. In order to recreate both the sharp changes occurring at the instant of the fault as

well as the slow dynamic response of the angles together with their eventual convergence to the

respective steady-state values, both of these methods were implemented together.
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Table 4.5: Simulated v/s real values of Pilot Bus Angles

Line
Pre-fault Angle Post-fault Angle

Simulated Real Data Simulated Real Data

Station 1-Station 2 17.45◦ 17.45◦ 17.48◦ 17.49◦

Station 2-Station 3 8.44◦ 8.43◦ 11.17◦ 11.15◦

Station 3-Station 4 -4.02◦ -4.02◦ -10.98◦ -10.98◦

Station 4-Station 5 12.38◦ 12.38◦ -11.18◦ -11.17◦

Table 4.6: Inertia and Damping

Machine
Inertia Damping

Calculated Model Calculated Model

Station 1 1.257 75 4.776 10
Station 2 162.920 162.920 15 15
Station 3 244.636 244.636 3.688 3.688
Station 4 32.420 32.420 0.594 0.594
Station 5 24.82 24.82 0.621 0.621

4.4.4 Tuning Inertias and Damping Factors

The estimated values of the inertia and damping factors of the aggregated machines in the

identified model are shown in Table 4.6. The inertia and damping of ASG1, both of which are

relatively small, were retuned such that the transient response of the RSCAD model matches

the filtered PMU data, again in a least squares sense. This matching is shown in fig. 4.5.

4.5 Predicting Stability Margins

The reduced-order model is next used for predicting the dynamic responses of the power flows

between every pair of machines, which in the actual WECC system will correspond to the power

transfer between those two areas, following three common contingencies:

1. Generator tripping resulting in loss of injected power at a pilot bus and inertia of the

corresponding ASG

2. Line tripping resulting in increase in intra-area reactance
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Figure 4.5: Comparison of simulated versus actual phase angle difference

3. Addition of wind turbines (modeled by doubly-fed induction generators) at pilot buses,

also resulting in an effective loss of inertia of the corresponding ASG.

The effects of generator trips are relatively simpler to emulate by manipulating the generation

rating and inertia of the ASGs. Detailed simulations for this type of disturbance will be shown

in the next section. The line trip events are further elaborated as follows.

For any area Si with Ni buses, the equivalent admittance matrix Ybusi is known to the

operator of that given area, along with the admittance matrix Yro for the reduced order WECC

network. Also it is assumed that the operator of that area has knowledge of the pre-disturbance
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power flow of area Si as well as the power flow of the reduced order WECC model. Now, if a

fault occurs within Si, the current within the faulted line increases for a very short time and

the line’s protection system removes the line from the network. Mathematically, the removal

of a line between buses i and j is be represented by updating yij and yji elements to zero, and

adjusting yii and yjj elements accordingly. Let Y ′
busi

be the modified admittance matrix of the

network after the line is removed. The admittance matrices of Si and WECC’s reduced order

model are combined as follows:

Yci =






Y ′
busi

Ycp

Y T
cp Yro




 . (4.18)

Here Ycp represents the inter-tie admittance between pilot bus Si and the other pilot buses,

and is a relatively sparse matrix. The resultant network has Ni + 4 buses, making Ybusc a

square matrix of size Ni + 4. Assuming that the power set-points of the ASGs do not change

significantly due to this line loss, the power flow at PV or PQ bus j is given as,

Pj = Re

[

Ṽj ·
Ni+4∑

k=1

Yci(j, k) · Ṽk

]

(4.19)

Qj = −Im

[

Ṽj ·
Ni+4∑

k=1

Yci(j, k) · Ṽk

]

(4.20)

We solve these power flow equations for every bus j using Newton-Raphson’s method, and

compute the updated value of Vj∠θj for the jth bus. The updated value of the voltage phasor

at the pilot bus of area Si can then be used to estimate the new value of xi using (4.5). We

also develop Algorithm 1 to compute the maximum allowable line loss that leads to the critical

value of xci for which the identified model shows an unacceptably large magnitude of inter-

area oscillations. The value of xci can be obtained by simulating the reduced-order model for

incremental values of xi, and tracking the point at which sustained oscillations are observed in

the phase angle difference between the pilot buses. This indicates that in the actual WECC

system, every area-level operator must keep track of the lines and load changes inside their

areas such that the aggregated value of xi does not fall below the critical value xci . Although it
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Algorithm 1 Determine criticality of a line within area Si

1: Input: Ybusi, Admittance matrix of area Si

2: Trip a new line within Si

3: Update Ybusi to Y ′
busi

to reflect the loss of line
4: Input: Yro, Admittance matrix of WECC’s reduced order network
5: Combine Y ′

busi
with Yro to form Yci

6: Compute Power flow with pre-fault values for generation and loads at all buses and Yci as
the admittance matrix

7: Update Vj∠θj at all buses
8: Compute xi using (4.5) for pilot bus Pi

9: Input: xicr , the value of internal reactance which produces sustained oscillations
10: if xi > xicr then

11: Mark the line as critical for operation
12: end if

13: Goto Step 2

is not explicit from the above equations, loss of a line invariably results in an increase in internal

reactance of a ASG. This is due to the dual effect of losing a line which directly influences xi,

and the increased power flow along the unaffected lines, which increases the effective magnitude

of xi due to in-feed effects.

The operator can perform this analysis for several scenarios using Algorithm 1 by modifying

the admittance matrix in different ways. Each scenario will produce a value of xi which can be

compared against the critical value of xci for that area.

Finally, the addition of wind farms in an area is modeled by inserting a doubly-fed induction

generator (DFIG) at its pilot bus. Assuming that the total power output of the area remains

constant, the inertia of the ASG is also decreased to model the replacement of synchronous

power with DFIG power.

4.6 Predictive Analysis of various Contingencies

This section describes a series of experiments for simulating the dynamic response of the reduced-

order model following the three types of disturbances listed in the previous section. These

responses are used for predicting the frequency and damping factor of the inter-machine oscilla-
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Figure 4.6: Inter-machine Phase Angle Responses for Inertia Loss Contingencies

tions, which in the actual WECC system will correspond to inter-area oscillations. Sensitivity

of angle oscillations of any area with respect to disturbances occurring in other areas is also

analyzed, thereby providing a way by which the WECC utilities can evaluate their dynamic

coupling and dependence on their neighbors before any disturbance hit the system.

4.6.1 Loss of Inertia

An important point to remember is that unlike the small-signal model (4.13), the model im-

plemented in RSCAD is highly nonlinear, similar to the real WECC system. Therefore, it was
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Table 4.7: Modal Analysis of Power Flow with loss of inertia

∆θ
No Inertia loss S1 Inertia Loss S2 Inertia Loss S3 Inertia Loss S4 Inertia Loss S5 Inertia Loss
Freq.

Damp.
Freq.

Damp.
Freq.

Damp.
Freq.

Damp.
Freq.

Damp.
Freq.

Damp.
(Hz) (Hz) (Hz) (Hz) (Hz) (Hz)

θ1 − θ2 0.1376 0.1995 0.1621 0.2484 0.2168 0.2678 0.1237 0.3365 0.1346 0.1865 0.1263 0.8105

θ2 − θ3 0.1342 0.2447 0.1476 0.2749 0.2085 0.2217 0.1366 0.2472 0.1315 0.2484 0.1183 0.2532

θ4 − θ3 0.1425 0.2646 0.1584 0.3007 0.2384 0.6145 0.1351 0.2396 0.1442 0.2481 0.1338 0.2249

θ5 − θ4 0.4115 0.1065 0.4116 0.1066 0.4061 0.1084 0.4102 0.1072 0.3681 0.1481 1.0631 0.0167

noticed that very small changes in the generator inertias did not cause any significant change

in the oscillatory characteristics. Our goal, therefore, was to perturb the system with medium

to large changes in inertial values, and test the resulting nonlinear oscillations in the power

flows. For example, in the first set of contingencies, the inertia of each machine was individu-

ally decreased by approximately fifty to ninety percent. A fault that simulates 1300 MW loss

of generation in Area 5 was used to excite the model. The phase angle response across the four

major transmission lines linking the five pilot buses was recorded. These phase angle plots are

shown in fig. 4.6. Though all five cases are seen to be stable, some areas are more susceptible to

loss of inertia than others. Area 5, in particular, is most susceptible, as testified by the intense

underdamped oscillations that propagated all the way to Area 3 following the fault. Eigenvalue

Realization Algorithm (ERA) [46] is applied to the power flows, and the most energetic modes

from the modal decomposition are listed in Table 4.7. Inspection of this table clearly indicates

that the bus whose ASG is subjected to the loss of inertia shows the highest increase in the

slow mode frequency, as reflected in its power transfer with its neighboring buses.

4.6.2 Loss of internal tie-lines

For the second set of contingencies, the intra-area tie-line impedance of each ASG was increased

individually by integer multiples of its identified value until the model became unstable. Again,

note that a small-signal model will never become unstable due to such an increase. The insta-

bility is caused essentially due to the nonlinearity of the RSCAD model. Driving the system

close to the verge of stability, an impulse fault was applied on all five pilot buses simultane-
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Figure 4.7: Inter-machine Phase Angle Responses for Increase in Intra-Area Impedance

ously to emulate a worst-case disturbance. The phase angle response across the four aggregated

transmission lines are shown in fig. 4.7. The plots show that for this particular set of model

parameters, x1 (the internal reactance of Area 1) can be increased by a factor of ten before

instability, whereas x5 can be increased only by a factor of four. In every case there is one phase

angle that is almost completely undamped. This is where the instability would start when the

intra-area impedance is increased slightly above its critical value. ERA is applied to the power

flows through the four lines. Table 4.8 lists the most energetic mode per curve from each plot.

The table shows that critical line loss in Area 1 can lead to negative damping in the power flows

between areas 2 and 3, and also areas 3 and 4. Similarly, critical line loss in Area 4 doubles
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Table 4.8: Modal Analysis of Power Flow with Increase in intra-area impedance

∆θ
No Line loss Line Loss at S1 Line Loss at S2 Line Loss at S3 Line Loss at S4 Line Loss at S5

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

(Hz) (Hz) (Hz) (Hz) (Hz) (Hz)

θ1 − θ2 0.1365 0.2842 0.1306 0.0064 0.1241 0.2239 0.1131 -0.0055 0.2570 0.0180 0.1989 0.0380

θ2 − θ3 0.1006 0.4767 0.1293 -0.005 0.1100 0.0396 0.1119 0.0103 0.2557 0.0339 0.1926 0.0286

θ4 − θ3 0.1358 0.2503 0.1288 -0.0031 0.1122 0.1053 0.1157 0.0388 0.2551 0.0356 0.1952 0.0217

θ5 − θ4 0.1682 0.3659 0.1276 0.0526 0.1099 0.3500 0.1163 0.0279 0.2552 0.0335 0.1950 0.0232

Table 4.9: Pre-fault Power in MW and Voltage Angle Under Wind Penetration

Parameter No Wind
Wind Farm at

Station 2 Station 3 Station 4 Station 5

θ12 17.56◦ 17.52◦ 17.56◦ 17.49◦ 17.48◦

θ23 8.35◦ 8.44◦ 8.38◦ 8.42◦ 8.41◦

θ43 −3.94◦ −4.06◦ −3.94◦ −4.17◦ −4.11◦

θ54 12.58◦ 12.51◦ 12.57◦ 12.47◦ 12.46◦

P1 684.3 681.5 684 681.4 681

P2 2100 1398 2100 2095 2094

P3 1697 1693 998 1692 1697

P4 1894 1890 1894 1192 1894

P5 1658 1655 1658 1654 955.5

the frequency of the slow mode to 0.25 Hz from its nominal value (no line loss). Interestingly,

however, the dominance of this 0.25 Hz mode is found to be uniform in all the phase angle

differences, consistent with the observations in [49].

4.6.3 Wind penetration at pilot buses of WECC

Wind farms were placed on buses S2 to S5, one at a time, in the RSCAD model such that

700 MW of the power injection on that bus now came from wind penetration rather than the

conventional synchronous machine. The ASG inertia was also altered by an equivalent amount

to reflect the decommissioning of active machines in that area. The model was faulted by a 4-

cycle line-to-ground fault, and the resulting transient responses of the bus angles were recorded.

The pre-fault steady-state power and angle values for all buses are recorded in Table 4.9. The

angles clearly indicate that when wind power is injected to a bus, the corresponding generation

of the ASG steps down accordingly. The phase angle response across the four aggregated
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Figure 4.8: Effect of Wind Injection in Different Areas on Inter-area Oscillations

transmission lines are shown in fig. 4.8. The results from ERA applied to these plots are shown

in Table 4.10, listing the oscillation modes with the highest energy for each wind penetration

level. This reveals that, in general, increase in wind penetration in area 5 reduces the damping

of the most energetic modes for all pair-wise angle differences. θ5 − θ4 is affected by wind

penetration in all five areas, making pilot bus 5 the weakest point in the system. Wind in Area

5, however, favors damping in Area 4, i.e., the area closest to it.
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Table 4.10: Modal Analysis of Power Flow with and without wind penetration

∆θ
No Wind Wind at S2 Wind at S3 Wind at S4 Wind at S5

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

Freq.
Damp.

(Hz) (Hz) (Hz) (Hz) (Hz)

θ1 − θ2 0.1188 0.3520 0.1267 0.4923 0.2262 0.1620 0.1073 0.2677 0.3049 0.1703

θ2 − θ3 0.2635 0.6081 0.2248 0.5149 0.0866 0.9429 0.2416 0.3782 0.1339 0.7990

θ4 − θ3 0.2175 0.1706 0.2198 0.1777 0.2146 0.1858 0.2489 0.3046 0.1927 0.8725

θ5 − θ4 0.2166 0.1770 0.2174 0.1668 0.2147 0.1690 0.2610 0.3050 0.2772 0.2241

4.7 Conclusion and Future Work

In this chapter, we developed a predictive dynamic-equivalent model for the WECC power sys-

tem using Synchrophasors. Modal decomposition followed by nonlinear least squares is used

as the primary tool for this identification. The resulting model, after validation in RTDS, is

found to be a beneficial resource for predicting frequency and damping of inter-area oscillations

following small-signal disturbances, as well as transient stability limits due to large-signal con-

tingencies such as loss of major lines and generators. The model also predicts the sensitivity of

the power flow oscillations inside any area with respect to faults and wind power penetration

in any other area. The use of the model, however, is not limited to only making decisions

on specific lines and generators but also to create “monitoring metrics” that can be used for

wide-area monitoring. For example, in [45] it was shown how PMU measurements can be used

to construct inter-area energy functions for transient stability monitoring. The model in [45],

however, was restricted to only two areas connected by a radial topology, and hence, there was

no need to estimate the topology. The work done in this chapter is a useful extension by which

such energy functions can be estimated for any multi-area power systems connected by any

arbitrary topology.

The power system oscillations seen in figures 4.6, 4.7 and 4.8 can be damped more effectively

using a FACTS controller. However, as the five-machine reduced-order model only conserves

the identity of the pilot buses from the WECC 500 kV network, only shunt-connected FACTS

devices can be used for power oscillation damping for this reduced-order model.
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Chapter 5

Static Series Synchronous Compensator

5.1 Introduction

Power flow in large power systems is often dictated by network dynamics, individual generators

within the network, and the load profile of that network. It is nearly impossible to control

the power flow on a particular transmission line in the absence of any compensating device

connected in series with that line, or in shunt at one of the terminals of that line. Several

series and shunt compensation-based devices were discussed in the previous chapters, including

the SVC, TCSC, STATCOM, SSSC, among others. This chapter will focus exclusively on

the various applications of the SSSC in power networks. Chapter 3 included an introductory

discussion of the two control algorithms for the SSSC and demonstrates its ability to control

real power flow along a transmission line.

This chapter will explore an additional application for the SSSC, namely Ferranti effect

mitigation. Another application of the SSSC, power oscillation damping, will be covered in the

next chapter. This chapter will also discuss control algorithms for SSSCs based on the cascaded

H-bridge converter (CHB) configuration as well as distributed series connected FACTS devices.
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Figure 5.1: Exact model of a long transmission line showing the differential element of length
dx

5.2 Ferranti effect mitigation

Ferranti effect is a phenomenon observed on long transmission lines which are energized from

one end, while the other end is unloaded or lightly loaded. For a long transmission line shown

in figure 5.1, the equations for voltages and currents at the sending end [50] are written as,

V1 = V2 cosh γl + I2Zc sinh γl

I1 = I2 cosh γl +
V2

Zc
sinh γl

(5.1)

The constants γ and Zc in equation (5.1) are defined as γ =
√
Y Z and Zc =

√

Z

Y
, where Z =

R+jX and Y = G+jB are the series impedance and shunt admittance of the transmission line

per unit length. Zc is referred to as the line characteristic impedance, and γ is the propagation

constant.

Under no load conditions, I2 = 0, and equation (5.1) reduces to

V1 = V2 cosh γl

I1 =
V2

Zc
sinh γl

(5.2)

In general, both γ and Zc are complex numbers, however, if both R and G are approximated
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to be very small, γ = j
√
BX = jβ and Zc =

√

X

B
. Equation (5.2) gets simplified as,

V2 =
V1

cos βl
(5.3)

I1 = j
V1

Zc
tan βl (5.4)

From equation (5.3), two conclusions can be made:

- Receiving end voltage V2 is greater than the sending end voltage V1, and

- Sending end line current leads the sending end voltage by 90◦.

Figure 5.2 shows the variation of voltage on an unloaded transmission line. For extremely

long transmission lines, it becomes impossible to maintain voltages within reasonable limits

without some form of shunt compensation.

Since the SSSC can only inject a voltage that is nearly at quadrature with the line current,

the SSSC finds a unique application in mitigating Ferranti effect. From equations (5.3) and
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Figure 5.3: Phasor diagram showing SSSC operation with an unloaded transmission line

(5.4), it is clear that the line current under no load is also nearly at quadrature with the line

voltage. Thus, if the SSSC injects a voltage under these conditions, that voltage will be in phase

with the line voltage and can be used to either raise or lower the line voltage. The condition

where a SSSC is used to lower the line voltage is demonstrated in the phasor diagram of Fig.

5.3. For simplicity, it is assumed that both R and G are very small. The SSSC reference V ∗
1Sq

can be calculated using the identities in equations (5.3) and (5.4) as under:

VSSSCq = V2 − V1

= −V1 − j
I1Zc

sinβl

∴ V ∗
1Sq

= −
(

|V1|+
I1Zc

sinβl

)

(5.5)

Both quantities V1 and I1 are known at the sending end and thus it is possible to estimate

the receiving end voltage V2 at the SSSC, provided that the transmission line characteristics

Zc and β are known. From Fig. 5.3, it is clear that the SSSC achieves the reduction in voltage

magnitude at the receiving end by depressing the voltage magnitude VS by an equal amount.

Usually no other equipment is connected on the transmission line side of the SSSC and reducing

VS should not affect system operation. However, in certain situations it may be necessary to
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Table 5.1: Transmission line parameters

Line Parameter Value

Line length 250 km

Phase conductors 3
Phase conductor arrangement Horizontal, equal spacing
Phase conductor spacing 10 meters
Phase conductor elevation 30 meters
Phase conductor type Chukar, ACSR

Ground conductors 2
Ground conductor arrangement Horizontal, equal spacing
Ground conductor spacing 10 meters
Ground conductor elevation 40 meters
Ground conductor type 0.5” high-strength steel
Ground resistivity 100 Ω-m

define a different set-point than the one defined in equation (5.5).

Voltage control in large power networks is usually performed with shunt devices located

at or near the bus where the voltage magnitude needs to be controlled. The simplest shunt

compensating device is the switched parallel inductor and capacitor banks which are connected

to the voltage-controlled bus. Shunt connected devices like the Static VAR Compensator (SVC)

and the Static Synchronous Compensator (STATCOM) are the most common FACTS devices

used for voltage regulation at a given bus [2, 51] and would be more economical than SSSCs in

mitigating Ferranti effect.

However, it also must be noted that the primary function of the SSSC is in real power flow

control along the transmission line, as discussed in section 5.1. The decision of installing a SSSC

on a transmission line is typically motivated by the flexibility in power flow control it provides

within the power system. Ferranti effect mitigation is an ancillary function that the SSSC can

perform when the long transmission line becomes unloaded due to some contingency. The SSSC

would perform this function during the short periods of time when it actually cannot perform

real power flow, making it a perfect complementary function. Further, it must also be noted

that the proposed SSSC controller can perform voltage control under unloaded conditions from

a remote energized bus, as opposed to other shunt devices which are required to be physically
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Table 5.2: SSSC parameters

VSC Parameters Value

No. of switches 6
Type of switch SiC MOSFET with anti-parallel SiC diode
DC bus voltage 12000 V
DC bus capacitor 4700 µF

Transformer Parameters Value

Transformer rating 6 MVA
VSC side winding rating 4 kV
Line side winding rating 16 kV
Leakage reactance 0.02 p.u.

located at the bus to be regulated.

5.2.1 Results

The simulation was performed on PSCAD on a 230 kV system with a three-phase transmission

line connected between two buses. One end of the transmission line is energized (referred to

as the ‘source side’), while the other end is left open. The transmission line is considered to

be ideally transposed for the purpose of the simulation and is modeled as per the Frequency

Dependent model in PSCAD. Table 5.1 lists the transmission line parameters in detail.

The SSSC is connected at the source side of the line through a three-φ transformer, whose

high voltage windings are connected in series with the transmission line, while the low voltage

windings are connected in a star configuration before being connected to the VSC. Table 5.2

lists the SSSC parameters in detail. The converter can be built using 15 kV Silicon Carbide

based power MOSFETs (SiC Metal-Oxide-Semiconductor Field-Effect-Transistor) to block 12

kV DC voltage at a switching frequency of 1 kHz while maintaining a reasonably high efficiency

per switch [52]. The transmission line requires about 10 - 13 kV AC compensation to set the

voltage to 1 p.u. Based on the series transformer’s turns ratio, the VSC is required to generate

about 3.25 kV rms at its terminals, i.e. 4.6 kV peak. For a three-phase, two-level, three-arm

VSC bridge, the peak AC voltage Vm produced by the VSC is limited to Vdc/2, in order to
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Figure 5.4: Plots of receiving end voltage, SSSC DC voltage, and sending end real and reactive
power during SSSC compensation

avoid over-modulation. In this case, the minimum Vdc required works out to about 9.2 kV [53],

which is rounded up to 12 kV.

The transmission line is operated at no-load, and due to Ferranti effect, the RMS receiving

end voltage rises to about 1.09 p.u. At t = 3 s, the SSSC controls are turned on and the receiving

end terminal voltage drops to 1 p.u. as seen in Fig. 5.4a. The DC bus voltage remains constant

during the SSSC operation indicating that the average real power exchanged by the converter

is zero, barring any losses in the switches. Fig. 5.4b shows the real and reactive power flowing

into the transmission line from the source. The real power is nearly zero and it compensates for

the resistive losses in the transmission line, except for the initial transient when the SSSC DC

capacitor gets charged. The transmission line draws capacitive reactive power from the source,

which gets reduced by about 3.8 MVAr when the SSSC is operating to reduce over-voltage at

the receiving end.

The performance of the SSSC in mitigating Ferranti effect was tested under lightly-loaded

conditions for two cases: a 75 MW resistive load, and a 75 MVAR inductive load connected to

the far end of the transmission line. The capacitive load case is not considered for analysis, as

81



0 1 2 3 4 5
1.03

1.035

1.04

1.045

1.05
V

2 in
 p

.u
.

75 MW resistive load

0 1 2 3 4 5
0.86

0.865

0.87

0.875

0.88

t in seconds

V
2 in

 p
.u

.

75 MVAr inductive load

(a)

0 1 2 3 4 5
1

1.02

1.04

V
2 in

 p
.u

.

75 MW resistive load

0 1 2 3 4 5
0.86

0.88

0.9

0.92

0.94

0.96

t in seconds

V
2 in

 p
.u

.

75 MVAr inductive load

SSSC operational

SSSC operational

(b)

Figure 5.5: Plots of receiving end voltage V2 for 75 MW resistive and 75 MVAr inductive loads,
without and with SSSC compensation

it would only worsen the over-voltage and it would only be an extension of the case discussed

in Fig. 5.4. The receiving end voltage V2 for the two load cases are plotted in Fig. 5.5a. The

control law defined in equation (5.5) is not applicable for lightly-loaded conditions, and thus

the SSSC was used for series voltage injection with a direct command V ∗
1Sq

. Fig. 5.5b shows

the performance of the SSSC for the two cases, and it is clear that the MVA rating of the SSSC

is not adequate for bringing V2 to 1 p.u. for both cases. However, the SSSC manages to keep

the voltage within 1±0.05 p.u. with the SSSC operating at its peak voltage output. It is also

apparent that the SSSC is more effective at compensating inductive loads than resistive loads.

5.2.2 Conclusion

In this section, we demonstrated a new application of the SSSC, which is a VSC based FACTS

device connected in series with the transmission line. The SSSC can be used to mitigate

Ferranti effect which manifests on unloaded and lightly loaded transmission lines. In order to

do so, minor changes in the existing SSSC control loop are required, which involves changing

the output voltage set-point calculation to the one as per Eq. (5.5). The system was simulated
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Figure 5.6: Type-II angle control for New York Power Authority’s Convertible Static Compen-
sator operating in SSSC mode [54]

in PSCAD and the SSSC control was able to reduce the over-voltage at the receiving end. It

was also observed that the reactive power requirement of the transmission line reduced when

the SSSC was in operation. It was also noted that the SSSC can produce a similar effect when

the line is lightly loaded with inductive and resistive loads. It was observed that the SSSC

was more effective at compensating for inductive loads than resistive loads. Future studies will

investigate into the application of series connected distributed FACTS devices for performing

a similar function.

5.3 Cascaded H-bridge converters

The VSCs currently installed within transmission networks are either based on Si-based Gate

Turn-off thyristors (GTOs), Integrated Gate Commutated Thyristors (IGCTs) or Integrated

Gate Bipolar Transistors (IGBTs) [55, 56]. GTOs typically have low conduction losses at the

transmission level, but have poor performance at high switching frequencies. Thus, the VSCs

based on GTOs are switched at line frequencies and type-II control [10] is used to control

these VSCs. Line frequency switching has the disadvantage that the switching harmonics are
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placed very close to the line frequency and this leads to expensive filter design. To counter

this, GTO-based VSCs are often designed as multilevel converters where the voltage output

of several converters is vectorially added to get a higher pulse level. An example of this is

the New York Power Authority’s Convertible Static Compensator (CSC) [36, 54, 57], which

consists of two 100 MVA 48-pulse VSCs and it that uses GTOs switched at line frequency.

The lowest harmonic frequency the grid sees due to this configuration is the 95th harmonic

(2p−1) at a base frequency of 60 Hz, which corresponds to 5.7 kHz. Thus, the increase in pulse

level reduces the filter size and cost tremendously, but it increases the project costs by adding

a complicated multi-winding transformer which vectorially adds the voltage output from the

individual converters. This transformer is usually in addition to a second step-up transformer

which interfaces the converter side to the grid.

The requirement for type-II control is another disadvantage since this control is essentially

nonlinear. This is evident in figure 5.6 which shows the type-II controller for a SSSC [54]. The

two control loops of type-I control, Vq AC voltage injection, and DC bus voltage control, are

conflated together in one control loop, and the PI controller is used to control the angle of the

voltage injection being made by the converter. This leads to the non-linearity in control, which

makes the controller design quite sensitive to the operating point and is somewhat undesirable.

In spite of these disadvantages, GTO-based VSCs are quite popular at the transmission level

since they are a well-proven commercialized technology.

IGCTs and IGBTs on the other hand can be switched at higher frequencies of around 500

Hz - 1 kHz, which helps in reducing filter design costs and size. This also eliminates the need

for a special multi-winding transformer which vectorially adds the voltage outputs of multiple

converters. Also, the VSCs that use the IGBTs and the IGCTs can be controlled using type-I

control [10], which is an advantage due to the linearity of this control scheme.

Commercially available IGBTs and IGCTs are rated around 4.5 - 6 kV, which is considered

to be in the medium voltage range. Several of these switches would be needed to be connected

in series to sustain the transmission level voltages which are all greater than 132 kV. Although
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Figure 5.7: A 3− φ Double-star modular multilevel converter with full-bridge cells

this is possible, there is a better way to utilize the same number of switches while interfacing

the converter to the transmission network. The family of converter topologies which does this

is called as the modular multilevel converter (MMC) topology.

The MMC topology was first proposed in 2005 [58] and its variants and its applications have

been covered extensively in literature [59, 60, 61, 62, 63]. MMCs are characterized by multiple

single-phase full-bridge or half-bridge converter blocks connected in series in each leg of the

converter. The individual converter blocks are termed as “cells”. MMCs can have multiple legs

per phase, and they are classified as single-star, double-star, etc depending on the number of

legs per phase [59]. The Cascaded H-Bridge (CHB) converter is a special case of the MMC

topology with full-bridge cells in single-star configuration. CHB converters find applications
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where a common DC link between the all the individual converter cells is not essential, like in

the case of a STATCOM or a SSSC [62, 64]. In case of the UPFC or HVDC converters, the

double-star configuration as shown in Figure 5.7 is more suitable.

Fig. 5.8 shows the detailed block diagram of the CHB converter with n cells per phase. By

appropriately selecting n, the CHB converter can eliminate the complicated 3−φ multi-winding

transformer that cancels harmonics in conventional multilevel converters like the Neutral Point

Clamped (NPC) converters. Further, CHB converters can provide a near sinusoidal output

with low total harmonic distortion (THD) even with low frequency carrier waves [65], if the

phase-shifted multi-carrier modulation technique is used.

However, it has been observed that the DC capacitor voltage of the individual cells is

unstable and can easily drift away from the mean DC voltage value across each phase. The

average DC voltage per phase also can drift away from the DC voltage reference, while the overall

average DC voltage can remain regulated. In order to correct this, several control algorithms
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Figure 5.9: Control block diagram for a PWM-based two-level SSSC.

that perform DC capacitor voltage balancing for the individual cells have been proposed in

literature [62, 61, 66, 67, 68]. However most of these algorithms are specific to CHB converters

operated in shunt with the power system, like a STATCOM or in a back-to-back configuration.

There has been no investigation into the application of CHB converters as a series-connected

device like the SSSC. The design of the series-connected transformer which interfaces a SSSC

with the transmission line is even more complicated than the one required for STATCOM, and

thus, substantial savings can be made if this transformer is eliminated from SSSC design.

In this section, I developed controllers to counteract the capacitor voltage imbalance for the

CHB-based SSSC. I also implemented the CHB-based SSSC in PSCAD and RTDS.

5.3.1 Basic Control of SSSC

Fig. 5.9 shows the control block diagram of the SSSC which includes the DC voltage regula-

tion loop and the line current regulation loop. A synchronously-rotating dq0 reference frame

with its d-axis aligned with the transmission line current is used for controller design. The
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transformation is defined as fdq0 = T fabc where T is defined as

T =
2

3









cos θ cos(θ − 2π
3 ) cos(θ + 2π

3 )

− sin θ − sin(θ − 2π
3 ) − sin(θ + 2π

3 )

1
2

1
2

1
2









(5.6)

As seen in Figure 5.9, the angle θ = θI is obtained from a phase-locked loop (PLL) aligned

with the a-phase transmission line current, I1a. This choice simplifies the controller design

substantially as I1q = 0. The dq reference voltages for the SSSC are then generated as

V ∗
SSSCd

=

(

KP +
KI

s

)

(V ∗
dc − Vdc) (5.7)

V ∗
SSSCq

=

(

KP +
KI

s

)[

V ∗
1Sq

−
(
V1q − VSq

)]

+ V ∗
1Sq

− ωbLSI1d (5.8)

V ∗
dc is the DC voltage reference for the DC-side capacitor on each cell, and Vdc is the average

DC capacitor voltage across all cells and phases. V1q and VSq are the q−axis components of V1

and VS respectively. I1d is the d−axis component of transmission line current I1. ωb is the base

angular frequency of the phasors in rad/s, corresponding to a line frequency of 60 Hz in this

case. LS is the leakage inductance of the series transformer, or the effective series inductance

of the L-C-L filter. The reference V ∗
1Sq

in Equation (5.8) calculated depending on the control

objective of the SSSC. For example if the SSSC is required to insert a capacitive reactance X∗
q

in series with the line, V ∗
1Sq

= I1dX
∗
q is the control input. In case of real power flow control,

V ∗
1Sq

can be generated from the real power command P ∗
l as

V ∗
1Sq

=

[

KpP +
KiP

s

]

(P ∗
l − Pl) (5.9)

where Pl is the measured value of real power flow along the transmission line. The power flow

control loop is very slow in the order of a few seconds and hence PI tuning is not an issue.

88



SSSCs typically inject less than 10% of the transmission line voltage in series with the line.

5.3.2 Capacitor Voltage Balancing

Before beginning a discussion on the capacitor voltage balancing algorithm, the nomenclature

used in this paper needs a description. The DC side capacitor voltage of the jth H-bridge cell in

the ith phase is denoted as Vdcij, where j ∈ [1, n], i ∈ {a, b, c}, and n is the cascade number.

The average DC capacitor voltage for all cells in the ith phase is given as

Vdci =
1

n

n∑

j=1

Vdcij (5.10)

Finally, the average DC capacitor voltage across all cells and phases is calculated as

Vdc =
Vdca + Vdcb + Vdcc

3
(5.11)

The control block diagram described in Fig. 5.9 uses a synchronous dq reference frame

aligned with the transmission line current, which simplifies the SSSC controls. However, this

reference frame is not helpful for designing the capacitor voltage balancing algorithm, and a

different synchronous reference frame aligned with the sending-end voltage is considered. This

voltage can easily be measured using potential transformers connected at the bus closest to the

SSSC. The angle θ = θv is obtained from a PLL aligned with phase-a of the sending-end phase

voltage thus measured. Finally, the voltage balancing is attained in two steps:

A. Phase-average voltage balancing

B. Individual cell voltage balancing

Phase-Average Voltage Balancing

The purpose of this algorithm is to move the average DC capacitor voltage for all cells in the

ith phase, Vdci closer to the DC voltage reference V ∗
dc. This is accomplished by making all the
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Figure 5.10: Control block diagram for the phase-average voltage balancing algorithm.

cells in the ith phase inject a voltage in phase with the d-axis transmission line current. The

peak voltage to be injected by each cell in the ith phase as

ViB =

(

KPb +
KIb

s

)[

V ∗
dc −

Vdci

1 + sTf

]

(5.12)

The PI control gains KPb and KIb are kept same in all phases because each phase will have a

different transient response if those constants were to be different. Such a response would be

undesirable, and different injections across the phases is also not necessary as there is little phase-

wise voltage imbalance in transmission. The actual injected voltage is obtained by aligning the

voltages obtained in Eq. (5.12) with the d-axis transmission line current. Upon calculating T
−1

from Eq. (2.6), it can be shown that the quantities VaB , VbB , and VcB need to be multiplied

with cos θv, cos(θv − 120◦), and cos(θv + 120◦) respectively. By doing so, the ith phase of the

converter exchanges real power with the d-axis current in order to charge or discharge the DC

capacitors in that phase. Finally, the voltage command is multiplied with ±1 depending upon

the direction of the d-axis transmission line current, in order to obtain Vid.

The voltage Vdci contains second harmonic oscillations of the fundamental line frequency
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Figure 5.11: Control block diagram for the individual cell voltage balancing algorithm.

which are removed in the control algorithm by adding a low-pass filter with time constant Tf . Tf

is determined by selecting a suitable cut-off frequency that removes the second harmonic com-

ponent, which in this case was 120 Hz. The control block diagram for the balancing algorithm

described in this subsection is shown in Fig. 5.10.

Individual Cell Voltage Balancing

The previous subsection details an algorithm to move the phase-wise average DC capacitor

voltages closer to the DC voltage reference. This subsection details a control loop which moves

the DC capacitor voltages of the individual H-bridge cells, Vdcij closer to Vdci. This is achieved by

making the H-bridge cells exchange real power with the q-axis transmission line current, which

is similar to the control algorithm proposed in [62] for balancing DC voltages in individual

cells. As in the previous section, the DC capacitor voltages are filtered using a low-pass filter

to remove the second harmonic oscillatory component. The peak voltage to be injected by the
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Table 5.3: Transmission line parameters

Line Parameter Value

Line length 200 km

Phase conductors 3
Phase conductor arrangement Horizontal, equal spacing
Phase conductor spacing 10 meters
Phase conductor elevation 30 meters
Phase conductor type Chukar, ACSR

Ground conductors 2
Ground conductor arrangement Horizontal, equal spacing
Ground conductor spacing 10 meters
Ground conductor elevation 40 meters
Ground conductor type 0.5” high-strength steel

Ground resistivity 100 Ω-m

individual cells is obtained as

VijB =

(

KPcvb +
KIcvb

s

)[

Vdci −
Vdcij

1 + sTf

]

(5.13)

VajB , VbjB and VcjB thus obtained are multiplied with − sin θv, − sin(θv − 120◦), and

− sin(θv + 120◦) respectively to align the voltage injections with the q-axis line current. The

voltage command is also multiplied with ±1 depending upon the direction of the q-axis trans-

mission line current. The resultant signal Vijq is added to Vid from subsection 5.3.2 and Viref

from the basic SSSC control to obtain Vijref which is the reference voltage wave for the jth cell

in the ith phase. The complete control block diagram for individual cell voltage balancing can

be seen in Fig. 5.11.

The voltage references Vijref for each cell are normalized with respect to V ∗
dc and the nor-

malized reference is compared with a phase-shifted triangular waveform at fs = 1 kHz to obtain

pulses for the four switches in each cell using uni-polar modulation [65].
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Figure 5.12: Plots of Vdc, Vdca and Vdca1 for a voltage command V ∗
1Sq = −36.5 kV

5.3.3 System description

The CHB-based SSSC was implemented in a two bus 230 kV power system in PSCAD with a

200 km long transmission line, the details of which are listed in Table 5.3. The transmission

line is considered to be ideally transposed for the purpose of the simulation and is modeled as

per the Frequency Dependent model in PSCAD. The receiving end source V2 lags V1 by 10◦,

which establishes a base power flow of 78.0 MW in the circuit from bus 1 to bus 2.

The CHB converter considered in the simulation has five H-bridge cells per phase connected

in series, with the DC bus for each cell set at 10 kV. The CHB converter is also connected in

series with an L-C-L filter which has a 3 dB cut-off frequency of 150 Hz and is located between

the converter and bus 1. It is usual to consider a filter with 10 % series inductance. For a base

voltage of 230 kV and base apparent power of 100 MVA, the total series inductance works out

to be 0.15 H. The converter side inductance L2 is set to 0.1 H, whereas the grid side inductance
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Figure 5.13: Plots of V1Sabc & I1abc for a voltage command V ∗
1Sq = −40 kV at t = 0.01 s

L1 is set to 0.05 H, considering an L2/L1 ratio of 2. Based on these values, the filter capacitance

is set to 33.77 µF. It was observed that the filter reduces the total harmonic distortion (THD)

in the transmission line current from about 1 % to under 0.30 %. It must be noted that the

THD is already lower than the levels prescribed in IEEE 519 [69], which is primarily due to two

reasons:

1. The CHB converter is using phase-shifted PWM which makes the effective switching

frequency 2nfs

2. The transmission line series inductance also acts as an effective filter

Nonetheless, an L-C-L filter is considered in the design which may be necessary under inclement

conditions.

5.3.4 PSCAD Results

The CHB-based SSSC was simulated in PSCAD along with the power system described in

section 5.3.3, and the performance of the SSSC in controlling real power flow along the trans-

mission line was recorded. Fig. 5.12 shows the performance of the capacitor voltage balancing

controllers as they charge the capacitors from zero to 10 kV, with plots of Vdc, Vdca and Vdca1
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Figure 5.14: Plots of Pl & Vdc, Vdca, Vdca1 for a voltage command V ∗
1Sq = −40 kV at t = 0.01 s

versus time for a voltage step command of V ∗
1Sq = −36.5 kV on the SSSC. The SSSC was

intentionally given this command in order to enhance the 120 Hz harmonic in Vdca and Vdca1

seen in Fig. 5.12. It can be seen that the capacitor voltage balancing controllers maintain Vdca

and Vdca1 within tight limits of Vdc as the basic DC bus voltage controller moves Vdc towards

V ∗
dc.

Figs. 5.13 and 5.14 show the performance of the CHB-based SSSC when a voltage step

command of V ∗
1Sq = −40 kV is given at t = 0.01 seconds. Upon receiving this command,

the SSSC injects a 3-φ voltage in series with the transmission line which lags the line current

by almost 90◦. This reduces the transmission line inductive voltage drop, which causes the

transmission line currents to increase, as shown in Fig. 5.13. The voltage command causes

Pl to increase from the baseline 78 MW to 125 MW as seen in Fig. 5.14. The transients

in Vdc, Vdca and Vdca1 due to the voltage step command are also plotted in Fig. 5.14. The

controller was designed with a settling time under 0.1 seconds and a peak overshoot of ≤ 5%,

and the designed controller satisfied the requirements of the settling time with a resultant peak

overshoot of 1.3%.

Fig. 5.15 shows the performance of the SSSC when a positive voltage command of V ∗
1Sq =

26.3 kV was given at t = 0.1 seconds, which effectively reduces Pl to 50 MW. As compared
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to Fig. 5.14, the plot shows substantial ringing in the real power flow which is due to the

transmission line approaching its power system stability limit. Further, upon increasing the

V ∗
1Sq command even further to 36 kV, sustained oscillations in Pl were observed. The system

went unstable when V ∗
1Sq was increased beyond 37 kV in order to reduce Pl under 40 MW.

The system was then simulated to observe the performance of the CHB-based SSSC in the

power flow control mode. An additional control loop as described in Eq. (5.9) was implemented

which gives a voltage reference to the inner loops. Two different cases were simulated. The first

case involved giving a step change of 110 MW to the real power reference, followed by a step

change down to 78 MW and further down to 50 MW. The performance of the controller for this

reference change can be seen in figure 5.16. The performance of the power flow controller is

more damped than the open-loop voltage injection seen in figures 5.14 and 5.15. This is more

desirable in the case of closed-loop power flow control.

The second case involved the CHB-based SSSC tracking a trapezoidal real power reference
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Figure 5.16: Plot of Pl tracking a staircase Plref command between 50 and 110 MW

as seen in figure 5.17. The trapezoidal reference varies between 48 MW and 108 MW with

a ramp rate of ±30 MW/s between the steady state values. Performance of the controller in

regulating power flow can be seen in figure 5.17. The controller has a steady-state error on the

ramp as the PI controller behaves like a type-I system. The steady-state error is zero for the

flat parts of the reference as expected. Figure 5.17 also shows the variation of reactive power

Ql at the sending end. It is observed that Ql also follows a trapezoidal trajectory with a shape

similar to that of the real power, but it is not a controllable variable.

5.3.5 RTDS Results

The CHB-based SSSC was also simulated in a real-time environment with the Real-Time Dig-

ital Simulator (RTDS). The AC system data was kept identical to the PSCAD case, but the

converter size and rating was changed to a different value in order to optimize the simulation

based on the capacity of the RTDS cards at the FREEDM Center. The number of H-bridges

were reduced to 3 per phase, and each phase was simulated on a different processor using the
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Figure 5.17: Plot of Pl tracking a trapezoidal Ptrap reference, and Ql

small-dt blocks. The small time-step side was simulated at a time step of 2.5 µs. The convert-

ers were interfaced to the transmission line with three single-phase series transformers, which

also served the dual purpose of interfacing the ‘small time-step’ side with the ‘large time-step’

side of the simulation. The transformer rating can be seen in table 5.4. The DC bus voltage

magnitude is maintained at 10 kV. An L-C-L filter was designed with L1 = 0.05 H, L2 = 0.1

H, and the filter capacitor C = 6 µF, with a design corner frequency of 360 Hz.

The converters on phase A were connected directly with the ‘large time-step’ side, whereas

the other phases were processed on their separate processor that was connected to the phase

A processor with optical fibers on the back-plane of the RTDS cards, as seen in figure 5.18.

This was done so that the cards can communicate with each other at ‘small time-step’ speeds.

However, doing so still results in some communication delays, and these delays between the

processors were represented by a two-conductor, one kilometer long transmission line in the

simulation. The construction details of this line can be seen in table 5.4. The same line was
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Figure 5.18: Back-plane interconnection between RTDS cards for ‘small-dt’ communication
using optical fibers

also included in phase A of the converter to equalize the impedance in all three phases, even

though the line was not required in the A-phase.

Figure 5.19 shows the performance of the CHB-based SSSC as implemented in RTDS. The

transmission line under investigation is set up in such a way that there is a voltage angle

difference of 25◦ across it. This establishes a power flow of 135 MW along the transmission line

near the SSSC. A q-axis voltage command of V1Sq = −20 kV is given to the SSSC as seen in

figure 5.19a. This causes the real power flow in the line to steadily increase to 167 MW, as seen

in figure 5.19b. Figure 5.19a shows the transients in the DC bus voltages, namely Vdc, Vdca,

and Vdca1. Vdca and Vdca1 show a 120 Hz oscillation on top of the steady-state value of 10 kV.

The amplitude of the 120 Hz oscillation depends on the q-axis voltage injection value, and it

increases with a capacitive and inductive injections.
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Table 5.4: Transformer and ‘small-dt’ line parameters

Transformer parameters Value

Type and no. Single phase, three
Large dt side rated voltage 54 kV
Small dt side rated voltage 18 kV
Rated MVA 20 MVA
Resistance 0.01 p.u.
Reactance 0.1 p.u.

‘Small-dt’ line parameters Value

Conductors 2
Conductor arrangement Horizontal
Conductor spacing 10 meters
Conductor elevation 30 meters
Conductor type Chukar, ACSR
Line length 1 km
Ground resistivity 100 Ω-m

5.3.6 Summary and Conclusions

In this section, a SSSC — a series connected FACTS device — was constructed with a cascaded

H-bridge converter for the VSC, which was not reported in literature. A new DC-side capacitor

voltage balancing algorithm was developed in section 5.3.2 for the CHB converter to operate as

a series connected device, whose performance was evaluated in section 5.3.4 using simulations

in PSCAD and RTDS. The performance of the SSSC in controlling real power flow along the

transmission line was also evaluated in section 5.3.4, which validates the effectiveness of the

designed controllers. This was demonstrated using staircase and trapezoidal power reference

waveforms. It was also observed that the SSSC can drive a system towards instability if the

real power reference is reduced beyond a particular value, leading to sustained oscillations.

SSSC protection is also an important topic while designing protection schemes for the power

network. The principle of SSSC protection lies on the fact that the converter needs to be

protected from carrying transmission line fault current in event of a fault. A detailed description

of the protection strategy adopted for NYPA’s CSC in the SSSC mode is given in [54]. A similar

strategy can be adopted for the CHB-based SSSC in future research.
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Figure 5.19: Plots of Vdc, Vdca, & Vdca1, I1abc, & Pl for a voltage command V ∗
1Sq = −10 kV at

t = 0.2 s

5.4 Series-connected individual single-phase H-bridges

SSSCs based on Cascaded H-Bridge converters were explored in detail in the previous section.

CHB converters are typically large installations rated in several MVA. The installation would

be located at a single point within the network, and hence its optimal placement needs to be

determined after several system studies within the network. Further, this optimal placement

assumes that the location of the converter would remain as important in the future as it is now.

This will not be the case if there is a change in generation, like the retirement of old power

plants or the establishment of new wind and photo-voltaic power plants within other parts of

the network. Large installations are typically not portable, and even if they are, it is usually a

big expense for the utilities.

This can be countered by having the converter being distributed over a wider area in the

form of multiple smaller devices. The replacement and relocation of these distributed devices is

possible with lower costs in case of network changes. These individual SSSCs are typically rated

under an MVA and can be coordinated to provide compensation in tandem with each other,

thus achieving the same effect as that of a larger centralized SSSC. The SSSCs can communicate
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Figure 5.20: Plots of Vdc, Vdca, Vdcb, and Vdcc for a distributed SSSC with state-of-the-art
controls for V ∗

1Sq = 20kV voltage command

with each other and determine the optimum voltage injections for each device depending on its

location within the network. As a result, these series-connected FACTS devices are becoming

popular for series compensation within transmission networks.

SSSCs can use various VSC topologies, however the topology with three individual H-bridges

fits nicely into the distributed SSSC concept. Distributed SSSCs will be connected in series

with transmission lines and located on transmission towers. Transmission towers typically have

their phase conductors separated by several meters, and the physical separation makes the

3− φ half-bridge converter configuration nonviable. The individual H-bridges can be mounted

on the respective phase arms on the transmission line in their own housing with the interface

transformer and filter. Each unit can also house its own control hardware which can control

the 1 − φ H-bridge independently using voltage and current measurements on the phase it

is connected in series with. The control for this configuration has been covered in literature

[70, 71], but this control requires separate communication hardware for each H-bridge which

will communicate information with a centralized location. Thus, this topology requires separate
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control and communication hardware for each H-bridge.

This control was simulated in RTDS for a single SSSC using three 1 − φ H-bridges and its

performance in controlling real power flow through a open-loop voltage injection can be seen

in figure 5.20. In this figure, a AC voltage injection command of V ∗
1Sq = 20kV was given that

caused the real line power Pl to drop to around 64 MW. It can be seen that the capacitor

voltages for the individual DC buses are tightly grouped up before the command was given, but

they desynchronize with each other immediately after the voltage command. It was observed

that the voltages grouped up again after the system had stabilized.

A 3 − φ centralized controller for this application would require less control and commu-

nication hardware, and if it can be implemented for the SSSC based on individual H-bridges

with the same performance or better as seen in figure 5.20, potential savings in controller and

communication hardware is possible. Such a controller has not been documented in literature

and in this section, a centralized controller for the distributed SSSC is proposed and developed

based on the learnings of the CHB-based SSSC.

5.4.1 System Description

The distributed SSSC was simulated on the RTDS platform on a two-bus 230 kV 3 − φ AC

system with a single transmission line interconnecting them, and the SSSC being in series with

this transmission line. The transmission line parameters can be seen in table 5.3. The ratings

of the small time-step interface transformer can be seen in table 5.4. The voltage angle for

the receiving end bus is set at −15◦ which establishes a power flow of 124 MW along the

transmission line. The VSC topology used for the SSSC consists of three H-bridges, one per

phase. Each H-bridge is controlled with the DC bus voltage reference set to 10 kV.

5.4.2 Centralized Controller design

The centralized controller discussed in this section is similar to the one discussed in section

3.3.2. The difference in the control arises from the fact that a 3− φ half-bridge converter has a
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Figure 5.21: Plots of Vdc, Vdca, Vdcb, and Vdcc for a distributed SSSC with conventional controls

single DC bus for all three phases, whereas the distributed SSSC has three separate DC buses.

The DC bus voltages of the distributed SSSC also have a 120 Hz oscillatory component similar

to the one seen in figure 5.19a, over and above the DC bus steady-state voltage. The 120 Hz

oscillatory components in Vdca, Vdcb, and Vdcc are all phase-shifted 120◦ with respect to each

other, and thus the average DC bus voltage Vdc will reflect the steady-state value of the DC

bus. Theoretically, if the average DC bus voltage is controlled in a fashion similar to the one

in section 3.3.2, it should maintain the DC bus voltages of the individual H-bridges around the

reference value.

However, it was observed that Vdca, Vdcb, and Vdcc do not remain tightly controlled around

the operating point, and in fact they diverged in some situations while the average value of

the DC bus voltage, Vdc remained steady. Figure 5.21 demonstrates this phenomenon. In this

RTDS simulation, a distributed SSSC was controlled using the controller shown in figure 3.7.

From the figure, it can be inferred that while the DC voltage controller can maintain Vdc near

its reference value, the actual DC bus voltages do not converge to this value without an external
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Figure 5.22: Plots of Vdca, Vdcb, & Vdcc showing the performance of the Capacitor Voltage
Balancing algorithm based on the CHB converter

control. This is undesirable as unequal voltage injections can cause the 1−φ series transformers

to saturate. This problem is the primary challenge in developing a centralized controller for

the individual 1 − φ H-bridges, and my contribution is in designing two different controllers

which correct for this drift. Doing so will enable for savings in communication and controller

hardware.

This is similar to the capacitor voltage balancing problem faced by the CHB-based SSSC

covered in section 5.3.2, and a control algorithm similar to the one shown in figure 5.10 can

be employed to rectify this. Figure 5.22 shows the effect of such an algorithm designed for

the distributed SSSC in this section. It can be seen that when the control is activated, the

steady-state value of Vdca, Vdcb, and Vdcc immediately converge to the average Vdc value of 10

kV.

The algorithm works, however it must be noted that the signal θv used in figure 5.10 is

derived from the sending end voltage, whereas the rest of the control shown in figure 3.7 uses
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Figure 5.23: Control block diagram for the modified Capacitor Voltage Balancing algorithm

θI derived from the transmission line current. This was necessary in the case of the CHB-

based SSSC as two different sets of quantities, Vdcis and Vdcijs, were being controlled through

transmission line current. By linking up Vdcis and Vdcijs with the d-axis and the q-axis current

respectively, relative to the voltage reference frame, both sets of quantities can be controlled

independently with respect to each other. This is because the d- and the q- axis quantities are

orthogonal to each other. When θI is used, I1q = 0. This simplified the basic SSSC control, but

it is not suitable for use in the capacitor voltage balancing algorithm used for the CHB-based

SSSC.

However there is only one set of quantities, i.e. Vdci in the case of the distributed SSSC and

thus it is possible to simplify the controls to a certain extent. For a rotating reference frame

aligned with I1a, Ps = V1dI1d. By injecting a voltage in phase with I1d depending upon the drift

between Vdci and Vdc, it is possible to correct for the difference between the two. The H-bridge

which has a lower DC bus voltage absorbs real power by injecting a slightly larger d-axis voltage,

and vice-versa. Figure 5.23 shows the control block diagram describing the modified capacitor

voltage balancing control. The major advantage of this control is that it uses θI instead of the

θv used in figure 5.10.

The performance of this control algorithm can be seen in figure 5.24, and it is apparent
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Figure 5.24: Plots of Vdca, Vdcb, & Vdcc showing the performance of the modified Capacitor
Voltage Balancing algorithm

that the controller works just as well as the controller described in figure 5.10. The transient

performance appears to be slightly different, but this is attributed to the difference in the initial

conditions in figures 5.22 and 5.24. Figure 5.25 shows the performance of the controller when

given a q-axis voltage command of V ∗
1Sq = 20kV . The voltage command is given at t = 0.4

s, and this causes the power flow to reduce from 124 MW to 71.2 MW. The figure also shows

the DC bus voltage variation when the command is given. The controller keeps the individual

DC bus voltages close to the average, and the DC average voltage regulates itself over a longer

time scale. If we compare figures 5.20 and 5.25 for their transient performance, it is clear that

the controller designed in figure 5.23 has better transient performance than the state-of-the-art

controller for the same amount of open-loop voltage injection.
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Figure 5.25: Plots of Pl, Vdc, Vdca, Vdcb, & Vdcc showing the performance of the modified
controller for V ∗

1Sq = 20kV

5.4.3 Conclusion

In this section, a modified centralized controller for a distributed SSSC was discussed and its

performance was evaluated. Its performance was compared with the capacitor voltage balanc-

ing controller and it was observed that there was no drop in performance with the modified

controller. The modified controller simplified the control to a certain extent as it uses the same

rotating frame of reference as the basic SSSC control. The controller performance was also

evaluated in controlling real power flow along the transmission line, and it had a slightly better

transient performance than the state-of-the-art controller for the same amount of open-loop

voltage injection of V ∗
1Sq = 20kV .
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5.5 Conclusion

In this chapter, we discussed the Static Series Synchronous Compensator which is a series-

connected FACTS device used in controlling transmission line real power flow. The SSSC

based on the Cascaded H-Bridge converter was proposed in this chapter and its performance was

evaluated. Distributed SSSCs were also discussed in detail in this chapter and an alternative

centralized control scheme for distributed SSSCs was proposed. Another application of the

SSSCs is in power oscillation damping, which will be discussed in detail in the next chapter.
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Chapter 6

Mitigation of Power Oscillations

6.1 Introduction

Conventional power systems consist of well-defined generation centers and large load centers,

with the two centers typically connected by extra high voltage (EHV) AC transmission lines,

due to the geographic distance between the two centers. The generation centers are typically

thermal or hydro power plants where stored chemical or potential energy is converted into

electrical energy by means of 3−φ AC synchronous generators. The power balance relationship

for the synchronous generator is modeled as a second-order damped oscillator described by the

swing equation [44],

Mδ̈ = Pm − Pe −Dδ̇ (6.1)

where, M , D, Pe and Pm are the inertia, damping, electrical power output and mechanical

power input for the synchronous generator. Power flow between two synchronous generators

connected by a transmission line can be written as

Pe =
E1E2

Xt
sin (δ1 − δ2) (6.2)
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where E1∠δ1 and E2∠δ2 are the internal EMFs of the two generators in per unit. Xt is the total

reactance between the two internal EMFs, including the transmission line reactance and the

synchronous reactance of the two generators, also in per unit. If M1, D1 and M2, D2 are the

rotational inertia and mechanical damping of the two synchronous generators, then the swing

equations for the two generators can be written as

M1ω̇1 = Pm1 −
E1E2

Xt
sin (δ1 − δ2)−D1δ̇1

M2ω̇2 = Pm2 +
E1E2

Xt
sin (δ1 − δ2)−D2δ̇2

δ̇1 = ω1

δ̇2 = ω2

(6.3)

If the equation set (6.3) is linearized around an operating point, we get
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 (6.4)

where δ12 is the steady state rotor angle difference, and ∆δi and ∆Pmi represent the small

signal perturbations in δi and Pmi. From equation (6.4), it can be inferred that the square

matrix has a zero eigenvalue, one negative exponential eigenvalue, and two complex conjugate

eigenvalues with negative real parts. Equation (6.4) describes a simple two-machine power

system, and in case of larger networks, each generator within the network will have its own

second-order differential equation, which is coupled with other second-order equations through
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Kirchoff’s Voltage and Current laws. The eigenvalues of the resultant state-space formulation

will also consist of complex eigenvalue pairs, which results in the emergence of oscillatory modes

within the power system [72] for each complex pair. These oscillatory modes are excited by

any impulse or step changes in the power flow, for example, by loss of critical transmission

lines, loss of large loads, or change in renewable energy output. They are typically damped by

the machine damping term and load, but if a situation arises where the system damping is not

adequate, sustained power oscillations can be observed in the network.

As the penetration of renewable energy resources increases within power systems, the po-

tential for excitation of these oscillatory modes increases. Further, the increased penetration of

renewables would be accompanied with reduction and replacement of conventional sources of

generation leading to reduction in the aggregate inertia of the network and this has an adverse

effect on the stability of power systems [7].

The problem of power oscillation damping has been studied extensively in literature, and

several solutions have been proposed to resolve this issue. This includes power system stabilizers

(PSS) [73], thyristor-controlled switched capacitors (TCSCs) and Static VAR compensators [74,

75, 76], Static Synchronous Compensators (STATCOM) [77, 78], Unified Power Flow Controllers

(UPFC) [33], SSSCs [79], and VSC-HVDC based wind farms [80], among others. However,

current literature in power oscillation damping gives a lot of emphasis on the design of the

Power Oscillation Damping (POD) controller, and assumes that the synchronous generator

data is readily available to the controller.

This is typically not the case because power oscillations can occur anywhere in the network.

Further, slow inter-area mode oscillations observed throughout the network are due to several

generators swinging coherently with each other, and this makes it difficult to use a particular

generator’s parameters as the input to a POM controller. Under such circumstances, the

controller needs to use local measurements like line power or line frequency in order to damp

these oscillations. Further, the oscillation frequency can vary with network conditions and

operating points [81], and thus the controller must be adaptive enough to estimate these changes
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in real-time and correct accordingly.

Damping controllers based on energy storage like the BES (battery energy storage)-enabled

shunt compensation, e.g. STATCOMs and front-end converters of wind farms, and the UPFC

mitigate power oscillations by exchanging real power with the system. By doing so, they damp

the oscillations by absorbing and releasing power into the network and they can modify the

oscillatory behavior of the network through an increase in the damping coefficients σi for the

mode under investigation. Other compensators like the PSS and the SVC can indirectly impact

the power flow within the network by changing the voltage magnitude of the bus where the

controlling equipment is connected. The changes in bus voltage affects the power consumption

of constant-current and constant-impedance type loads, which indirectly damps out the power

oscillations on the network. Thus the SVC and the PSS are also able to change the network

dynamics by increasing σi for the mode being damped. The TCSC is a series compensation

device that introduces small perturbations in Xt to damp power oscillations. However, the

control for TCSCs is nonlinear, whereas the SSSC has linear control. This provides a significant

advantage to the SSSC.

This chapter attempts to design a adaptive Power Oscillation Mitigation (POM) controller

using a SSSC which is a series connected FACTS device. The SSSC, by design, does not

exchange real power with the transmission line, except to charge its DC bus, and typically does

not have battery storage on its DC bus. The SSSC is connected in series with a transmission

line, and can only control the power flow on that particular transmission line. It can be shown

that in a simple two-bus AC system with a SSSC on the transmission line, the power flow along

the line can be given as [82]

Pl =
E2

Xt
sin(δ1 − δ2) +

E

Xt
Vq cos

[
δ1 − δ2

2

]

(6.5)

where E∠δ1 and E∠δ2 are the thevenin voltages of the sending and receiving end generators

respectively, Xt is the total reactance, and Vq is the series voltage injection made by the SSSC.
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Vq is almost orthogonal to the line current and hence there is little real power exchange between

the SSSC and the transmission line at any point. Any real power exchange is done to cover

for the power losses in the switches of the converter and this replenishes the DC bus. During

a transient event, (δ1 − δ2) goes through perturbations which causes line power Pl to oscillate.

If the perturbations in (δ1 − δ2) are small, Eq. (6.5) can linearized around δ12 as,

∆Pl =

[
E2

Xt
cos δ12

]

(∆δ1 −∆δ2)−
[

E

2Xt
Vq0 sin

δ12
2

]

(∆δ1 −∆δ2) +

[
E

Xt
cos

δ12
2

]

∆Vq (6.6)

If we want to eliminate the oscillations in Pl, we can make ∆Pl = 0 by injecting a small

signal ∆Vq to cancel out the oscillations. If we assume that the SSSC is not injecting any

voltage at t = 0, then Vq0 = 0. We can rewrite Eq. (6.6) as

∆Vq = −E cos δ12

cos δ12
2

(∆δ1 −∆δ2) (6.7)

By injecting a q-axis voltage ∆Vq in opposition to the perturbation in (δ1 − δ2), the SSSC

can eliminate the oscillations along the transmission line. If Eq. (6.5) is used in Eq. (6.3), we

can write down the equations as

M1ω̇1 = Pm1 −
E2

Xt
sin (δ1 − δ2)−

EVq

Xt
sin

(δ1 − δ2)

2
−D1ω1

M2ω̇2 = Pm2 +
E2

Xt
sin (δ1 − δ2) +

EVq

Xt
sin

(δ1 − δ2)

2
−D2ω2

δ̇1 = ω1

δ̇2 = ω2

(6.8)

Now, as before, steady-state value of Vq, Vq0 is considered as zero. If it is also assumed that

the small-signal deviations in Pm1 and Pm2 are also negligible due to the slow time-scale of the
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governors, then the linearized small-signal model for Eq. (6.8) can be written as
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If we substitute Eq. (6.7) in Eq. (6.9), we get,
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(6.10)

Comparing Eqs. (6.4) and (6.10), it is evident that the SSSC modifies the A matrix in such

a way that the compensated oscillatory modes are eliminated. The eigenvalues of the A matrix

in Eq. (6.10) are 0, 0, −D1ωs

M1
,& − D2ωs

M2
, which implies that the compensated response would

resemble that of an over-damped system if the compensation is perfect. Another observation

we can make from the A matrix is that ∆δ1 and ∆δ2 are uncontrollable, which implies that the

SSSC cannot control the oscillations in (δ1 − δ2), but only impact the oscillations in Pl.

6.2 Modal Estimation

As discussed previously, the dynamic behavior of a given power system during transients will be

defined by the eigenvalues of the system. The transient behavior attributed to electromagnetic
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effects like the field winding and the damper windings are comparatively faster (> 10 Hz) and

are heavily damped, and thus they do not affect power flow greatly. However, the transients

originating from electro-mechanical phenomenon as described in Eq. (6.1) typically lie in the

0.1 ≤ f < 3 Hz range - depending on the machine inertia and system impedance - and do

not have sufficient damping. This leads to sustained power oscillations which can stress power

equipment. If the damping is negative, the oscillations can grow beyond stability limits, causing

a cascading failure throughout the network.

The design of the POM controller depends upon estimation of the eigenvalues present in the

real power signal. In the context of signal analysis and processing, the eigenvalues are termed

as modes, and this term will be used in this chapter. Any measured signal y(t) can be described

as a sum of complex exponential terms as [72]

y(t) = y0(t) +

N∑

i=1

Rie
(σi+jωi)t + n(t) (6.11)

where

y0(t): DC and exponential modes which

lead to the DC bias in the signal

n(t): signal noise

N : Number of oscillatory modes

Ri: Complex residue of the ith mode

σi + jωi: Complex angular frequency

of the ith mode

Modal estimation implies the estimation of Ri, σi, and ωi for all i ǫ [1, N ]. The modal

estimation can be done in the time domain, as well the frequency domain. Frequency domain

techniques like using band-pass filters can be used for this purpose, however frequency domain

filters tend to distort the reference signal due to the different phase shifts introduced for the

various modes by the filter. The most popular time-domain estimation techniques like the Prony

method and the Matrix Pencil method can be used to estimate the modal parameters without

distorting the signal. In this chapter, the Matrix Pencil estimation technique as described in

[83] will be used for modal estimation.
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6.2.1 Matrix Pencil Method

The Matrix Pencil method involves estimating the modal information from a sampled signal

like real power or line voltage magnitude. The sampled data y(k) from the signal with n sample

points is converted in to the matrix [Y ] as

[Y ] =












y(0) y(1) · · · y(l)

y(1) y(2) · · · y(l + 1)

...
...

. . .
...

y(n− l − 1) y(n− l) · · · y(n− 1)












(n−1)×(l+1)

(6.12)

where l is called as the ‘pencil parameter’ and is selected in this case as the closest integer

to n
2.5 . The next step is to carry out the singular value decomposition (SVD) of Y as

[Y ] = [U ][Σ][V ]H (6.13)

where the superscript ‘H’ denotes the conjugate transpose. [U ] and [V ] are unitary matrices

and are made up to the eigenvectors of [Y ][Y ]H and [Y ]H [Y ] respectively, and [Σ] is a diagonal

matrix containing the singular values of [Y ]. The matrix [Σ] contain l+1 singular values and it

needs to be truncated based on some criterion. In this chapter, the singular values σi that are

more than 10−6 times smaller than the largest singular value are truncated. The eigenvectors in

[V ] corresponding to the truncated singular values in [Σ] are also deleted. The new truncated

matrices [Σ′] and [V ′] are then further processed. Let m be the number of eigenvalues left after

the truncation. The parameter m is the number of estimated significant modes that are present

in the signal y.

Matrices [V ′
1 ] and [V ′

2 ] are created by removing the last and the first row from [V ′]. Two
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new matrices [Y1] and [Y2] are created as

[Y1] = [U ][Σ][V ′
1 ]

H (6.14)

[Y2] = [U ][Σ][V ′
2 ]

H (6.15)

The next step involves calculation for the Moore-Penrose pseudoinverse of [Y1] as

[Y1]
+ = {[Y1]

H [Y1]}−1[Y1]
H (6.16)

A vector [z] is created using the eigenvalues of [Y1]
+[Y2]. The vector is truncated to a size

of m× 1 and a square matrix [Z] is created from [z] as

[Z] =












1 1 · · · 1

z1 z2 · · · zm
...

...
. . .

...

zn−1
1 zn−1

2 · · · zn−1
m












(6.17)

The complex frequency of the m modes is calculated as a vector [s] = fs loge[z]. fs is the

sampling frequency of the signal. The residues of these modes can then be calculated as












R1

R2

...

Rm












= [Z]+












y(0)

y(1)

...

y(n− 1)












(6.18)

Ri and si are both complex numbers, with si = σi + jωi rad/s. The Matrix Pencil method

estimates the fit for the reference signal with several hundred complex frequency pairs and

exponential DC modes. However, most of these modes are extremely weak in terms of their

energy content, or have extremely high damping, which makes them irrelevant to our application.
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Figure 6.1: NYPA’s three-bus AC system around Marcy substation

By eliminating them, an educated concise guess can be made about the dominant modes present

in the measured signal. The DC modes are present for establishing the DC bias in the signal,

and can be eliminated before-hand by subtracting the signal average from the raw signal data.

6.3 POM with SSSCs using single-phase H-bridges

In this section, the application of distributed SSSCs in mitigating power oscillations will be

investigated in New York Power Authority’s (NYPA) 345 kV system. For the purpose of

simulation, five SSSCs, each having three 1−φ H-bridges as their base converter are connected in

series with the Marcy - Coopers Corner transmission line. Each SSSC is locally controlled using

the centralized control algorithm developed in section 5.4, and an additional POM controller

provides an AC voltage reference to the inner control loop. The design of this POM controller

is my primary contribution from this section.
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Table 6.1: Generator Parameters

Parameter Unit GEN1 GEN2

Apparent power MVA 615 911
Rated line voltage kV 15 26
X ′′

d p.u. 0.23 0.193
X ′

d p.u. 0.2995 0.266
Xd p.u. 0.8979 2.04
X ′′

q p.u. 0.2847 0.191

X ′
q p.u. n.a. 0.262

Xq p.u. 0.646 1.960
Xp p.u. 0.2396 0.154
T ′
d0 s 7.4 6.0

T ′′
d0 s 0.039 0.039

T ′
q0 s 0.071 0.9

Ra Ω 0.001 0.001
Inertia Constant s 5.148 2.486
Damping p.u. 0.01 0.01
Air Gap Factor n.a. 0.95 1.0

6.3.1 Equipment Description

AC System

The simulation is performed on the three-bus AC power system within New York Power Au-

thority’s (NYPA) network around Marcy substation as shown in [84]. The system voltage base

is taken to be 345 kV, and the apparent power base at 100 MVA. The circuit is replicated here

with the appropriate inductance and capacitance values in figure 6.1, as per the base MVA and

base kV selected. The transmission lines represented by the π-model are actual transmission

lines, whereas the simple inductances represent the equivalent power flow between the buses

except for the direct transmission path. A 200 MW resistive load was connected at the Coopers

Corner bus.

The voltage sources at Marcy and New Scotland buses are modeled as synchronous genera-

tors, whereas the voltage source at Coopers Corner is modeled as a stiff voltage source. Table

6.1 lists the parameters used for the two generators, as obtained from [85], with assumptions

made for the missing parameters. The three voltage sources are initialized with the following
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Figure 6.2: Circuit diagram for the designed photovoltaic system

per unit voltage values:

1. GEN1: 1.0∠0◦

2. GEN2: 1.0∠ − 1.146◦

3. GEN3: 0.97∠ − 10◦

The voltage angle values for GEN2 and GEN3 are selected in such a way that a reasonable

power flow of around 160 MW is established on the Marcy - Coopers Corner transmission line.

Photovoltaic System

For the purpose of this study, a 30 MW photovoltaic (PV) plant was designed with a 3-φ two-

level inverter connecting the photovoltaic system to the Marcy bus. The block diagram for the

system can be seen in figure 6.2. A simple boost converter was used in the intermediate stage

instead of the conventional dual-active bridge (DAB) converter since the design of the PV plant

was not the primary focus of this paper.

The details of the PV system can be seen in table 6.2. The PV cells are operated at

the maximum power point (MPPT) using the ‘incremental conductance’ algorithm [86], which

determines the duty cycle D for the boost converter. The boost converter maintains the MPPT

voltage across the PV terminals. The grid side inverter has two functions: maintain the DC

bus voltage Vdc at a constant value, and transfer the real power produced by the PV cells to

the grid. The grid-side inverter also provides voltage support in the absence of PV generation.
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Table 6.2: Photovoltaic System Parameters

Parameter Unit Value

PV cell parameters

Effective cell area m2 0.025
PV cell series resistance Ω 0.01
PV cell shunt resistance Ω 100
Diode ideality factor n.a. 1.5
Band gap energy eV 1.103
Reference dark current kA 10−13

PV cell short-circuit current kA 0.0025
Temperature coefficient of photo current A/K 0.001

PV array parameters

Cells in series in each string n.a. 36
Parallel strings in a module n.a. 3
Series modules in each module string n.a. 150
Module strings in parallel per array n.a. 1000
Reference irradiation W/m2 1000
Reference temperature ◦C 25
Array open circuit voltage kV 4.856
Array short circuit current kA 7.687

Converter and transformer parameters

LPV H 0.1
CPV µF 400
C µF 4700
Vdc kV 50
Transformer turns ratio kV/kV 17.32/345
Ls p.u. 0.14

6.3.2 Impact of Renewable Resources

Power oscillations are triggered within a network due to any event that would affect Eq. (6.1),

like loss of transmission lines or generation. But these events are classified as contingencies,

i.e. they are not expected to happen on a regular basis. Renewable energy sources like wind

farms and PV plants are intermittent sources of generation which generate a variable amount of

power depending upon weather conditions. The amount of power being generated by renewable

sources is also uncontrollable to a certain extent. Renewable sources act like a negative load

within the system which constantly excite the power system to produce oscillations within the
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Figure 6.3: Impact of PV power injection on real power flow along the Marcy - Coopers Corner
transmission line

network.

Finally, renewable sources that do not have any dedicated battery storage are inertia-less,

in contrast with conventional sources of generation. Thus, if renewable generation replaces the

older ‘synchronous generator’-based power plants, it would lead to a net reduction of inertia

within the network. This is undesirable as it will worsen the problem of power oscillations

induced by the renewables within the network [7, 72]. Considering the current rate of growth

of renewable energy resources as compared to the conventional sources of generation [3], it

is expected that the power oscillation issues associated with renewable energy resources will

become more prevalent as their penetration within power networks rises.

Fig. 6.3 shows the impact of the 30 MW PV plant as described in section II on the NYPA

three-bus AC system as the plant produces real power as the weather becomes favorable for

PV generation. The insolation rises to 1 kW/m2 at t = 1 s, which causes the PV system’s real

power output to steadily rise to 30 MW. This sudden injection of real power near the Marcy
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Figure 6.4: Power oscillations on the Marcy - Coopers Corner line due to a PV injection of 30
MW over 1 s

bus triggers under-damped oscillations in the steady-state real power flow Pl on the Marcy -

Coopers Corner transmission line. From figure 6.3, it can be seen that the oscillations have

a peak-to-peak value of 10 MW on their first swing, which is relatively quite high. A similar

situation will occur when the plant stops producing real power as the sunlight reduces due to

weather conditions.

However, this is not quite realistic, and the power output of the PV plant typically has a

ramp rate associated with it. Fig. 6.4 shows the case when the same PV plant reaches its

maximum power output in 1 second. It is clear from the figure that the addition of the ramp

rate reduces the amplitude of the power oscillations, however they are not completely removed.

Also, other events like line switching, faults, etc. are instantaneous events which can trigger

large power oscillations, and thus it makes sense to design the POM controller based on the

data obtained from fig. 6.3.

The Matrix Pencil method estimates the fit for the curve shown in figure 6.5, and the list of
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Figure 6.5: Comparison of the actual signal with the Matrix Pencil estimate using fosc = 0.9424
Hz and exponential modes

modes, including exponential modes, obtained through this process for figure 6.5 can be seen

in table 6.3.

From the results of this analysis, we can see that fosc = 0.9424 Hz is the most dominant

oscillatory mode in the system, and it is also the least damped with a damping ratio of 0.2944.

The exponential modes perform the function of establishing the DC power flow within the

Table 6.3: Dominant modes in the NYPA three-bus system

Frequency (Hz) Damping Residue (MW) Phase (rad)
coefficient (s−1)

0 3.0980 0.4987 -3.1416
0 0.00023 167.8370 0
1.7515 1.1300 0.4746 2.8063
1.9079 0.8671 0.3407 -1.3983
1.1247 0.7647 0.1091 1.3615
0.9424 0.2944 4.2228 1.1053

125



0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

ζ = 0.1
ζ = 0.2
ζ = 0.3
ζ = 0.4
ζ = 0.5
ζ = 0.6
ζ = 0.7
ζ = 0.8
ζ = 0.9
ζ = 1.0

unit step response of the notch filter

time (seconds)

A
m

pl
itu

de

Figure 6.6: Step response of different notch filters with 0.1 ≤ ζ ≤ 1.0 for optimizing settling
time

system which is 167.837 MW. The other modes have much smaller residues and higher damping

than fosc, and do not contribute to the estimate greatly. This can be verified by visually

comparing the actual curve in figure 6.5 with the dominant mode and the exponents, as seen

in the low frequency estimate.

6.3.3 Damping Controller Design

The problem of designing controllers for damping power oscillations has been discussed in liter-

ature [33]. Damping controllers typically employ FACTS devices to perform their function, but

other alternatives like using HVDC converters for damping has also been proposed [87]. Dis-

tributed series-connected FACTS devices, which are essentially small Static Series Synchronous

Compensators (SSSCs) of lower rating, will be used for the purpose of power oscillation damp-

ing.
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Figure 6.7: Bode plot for the notch filter transfer function given in Eq. (6.20).

The reference signal for the damping controller can be obtained from various parameters,

and for the purpose of this paper, transmission line real power is used. The real power signal Pl

in this case consists of the DC component and other harmonics, so a second-order notch filter

centered on fosc is used to extract the oscillatory mode from Pl. The general structure of this

filter is

F (s) =
2ζωoscs

s2 + 2ζωoscs+ ω2
osc

(6.19)

where ωosc = 2πfosc rad/s. Selection of ζ depends upon how well the filter rejects the initial

step response, specifically, the filter with the lowest settling time. The step response of the

filter was plotted for various values of ζ, which can be seen in fig. 6.6. It can be seen from the

figure that the lowest settling time for a 2% band margin, it is suitable to select ζ = 0.8. Thus,

the transfer function of the selected notch filter is

F (s) =
9.474s

s2 + 9.474s + 35.06
(6.20)
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Figure 6.8: Control block diagram for a single SSSC with the damping controller.

The bode plot for equation (6.20) is shown in figure 6.7.

6.3.4 Implementation and Results

The output of the notch filter as designed in the previous subsection is then given to multiple

distributed series FACTS controllers. i.e. SSSCs. For the purpose of this paper, five SSSCs

are connected in series with the Marcy - Coopers Corner transmission line at regular intervals

of 10 mH, starting with a SSSC connected at the Marcy bus. The control system for the

five SSSCs are identical to each other, except that the sawtooth wave generators used in sine-

Table 6.4: SSSC parameters

SSSC Parameters Value

Configuration 3 1-φ H-bridges
DC bus voltage 8 kV
DC bus capacitor 4700 µF
Switching Frequency 4 kHz

Transformer Parameters Value

Configuration 3 1-φ transformers
Transformer rating 1 MVA
VSC side winding rating 4 kV
Line side winding rating 16 kV
Leakage reactance 0.10 p.u.
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Figure 6.9: Performance of the Power Oscillation Damping controller on the Marcy - Coopers
Corner transmission line during a PV power injection of 30 MW at t = 1 s.

triangle PWM are phase-shifted by 36◦ in adjacent SSSCs. The control system used for the

SSSC is described in [88], and the design parameters of each SSSC unit is shown in table 6.4.

In summary, V ∗
SSSCd

is obtained from the DC bus charging PI control loop, whereas V ∗
SSSCq

is obtained from the series voltage injection control loop. A synchronously-rotating reference

frame aligned with the transmission line current I1 is considered for the abc− to− dq0 and the

dq0 − to − abc transformations. The control block diagram for a single SSSC is shown in fig.

6.8. The SSSCs are set to control in the voltage-injection mode, and the voltage reference for

the SSSCs is derived from the output of the notch filter, which is scaled using a constant Kosc.

The entire system was simulated in PSCAD.

The SSSCs inject a voltage V1Sq which is nearly in-phase (or out-of-phase) with the trans-

mission line inductive voltage drop, and this controls the transmission line real power along a

trajectory connecting the initial power flow and the final power flow with reduced oscillations.

Fig. 6.9 shows the performance of the damping controller when the PV system starts injecting

power at around t = 1 s. Due to this change, the power flow in the AC system is modified,

and the system transitions from the initial power flow to its final value. In fig. 6.3, it can be

seen that an uncompensated transmission line will experience under-damped oscillations as its
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Figure 6.10: Comparison of the damped power signal with the Matrix Pencil estimate using
fdamped = 0.8769 Hz and exponential modes

power flow transitions to its new steady state value. However from fig. 6.9b, it can be seen that

the designed POM controller significantly damped the trajectory of the line power flow towards

its new steady state.

Fig. 6.9b also shows the control signal generated by the damping controller as an input to

each SSSC. The signal commands the SSSCs to inject a variable voltage V1Sq, which alters the

effective line voltage drop to obtain the damped trajectory for line power flow. In doing so,

the SSSCs exchange a variable amount of reactive power with the transmission line, and this is

reflected in the transmission line reactive power Ql as measured at the Marcy bus.

Finally, the resultant Marcy - Coopers Corner transmission line power flow from fig. 6.9

was analyzed using the Matrix Pencil method for its modal content. The results of this analysis

can be seen in table 6.5 and fig. 6.10, and it can be concluded that fdamped = 0.8769 Hz is the

same dominant oscillatory mode from the previous modal analysis performed in section IV. The
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Table 6.5: Modal content of the damped power flow

Frequency (Hz) Damping Residue (MW) Phase (rad)
coefficient (s−1)

0 0.4593 10.9876 -3.1416
0 0.0000578 174.6294 0
2.5648 19.6762 1.1713 -1.9239
0.8769 0.2691 0.3413 3.0468
7.9718 5.5908 0.1847 0.5467

addition of the POM controller caused a slight drift in the frequency and damping coefficient

of the dominant mode. However, the addition of the POM controller substantially reduced the

residue of the dominant mode. The reduction in residue implies a net reduction in the energy

content of the oscillatory mode, and thus the POM controller achieved its design objective.

6.3.5 Conclusion and Future Work

In this section, the problem of power oscillations in AC transmission systems was discussed, and

the impact large-scale penetration of renewable energy has on worsening this issue is shown with

the NYPA 3-bus AC system. In order to damp the power oscillations, the modal content in the

line power is estimated using Matrix Pencil method, and is used to design a POM controller

using distributed SSSCs. After analysis of the results, it is concluded that the POM controller

was effective in damping the oscillations by reducing the residue of the primary oscillatory

mode. Future work can be directed towards real-time implementation of the controller, and

using adaptive control techniques to make the control more robust to system changes.

6.4 POM with CHB-based SSSC

In this section, a POM controller will be developed using the CHB-based SSSC for the IEEE

14 bus system.
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Figure 6.11: One-line diagram for the IEEE 14 bus system [1]

6.4.1 Equipment Description

The IEEE 14 bus test case was used for developing the POM controller using the CHB-based

SSSC. The AC system has a base rating of 138 kV and 100 MVA. The one-line diagram of the

IEEE 14 bus system can be seen in figure 6.11. The transmission line and initial power flow

data can be found at the University of Washington Power System test-case archive [1] in the

common data format.

The case was slightly modified to include a 60 MW photovoltaic plant connected at bus 3

and a CHB-based SSSC which was connected near bus 3 in series with the transmission line

between bus 2 and bus 3, henceforth referred to as line 2-3. A 160 MVAR reactive load was
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Table 6.6: Generator Parameters

Parameter Unit G1 G2 SC3 SC6, SC8

Apparent power MVA 250 75 40 25
Rated line voltage kV 18 13.8 13.8 13.8
X ′′

d p.u. 0.155 0.13 0.231 0.2035
X ′

d p.u. 0.195 0.185 0.343 0.304
Xd p.u. 0.995 1.05 2.373 1.769
X ′′

q p.u. 0.143 0.13 0.13 0.199

X ′
q p.u. n.a. 0.36 n.a. 0.5795

Xq p.u. 0.568 0.98 1.172 0.855
Xp p.u. 0.160 0.07 0.132 0.1045
T ′
d0 s 9.2 6.1 11.6 8.0

T ′′
d0 s 0.039 0.038 0.058 0.0525

T ′
q0 s n.a. 0.3 n.a. 0.3

T ′′
q0 s 0.51 0.099 0.201 0.0151

Ra p.u. 0.0014 0.0031 0.001 0.0025
Inertia Constant s 6.412 6.1867 1.52 1.2
Damping p.u. 0.01 0.01 0.01 0.01
Air Gap Factor n.a. 0.96 1.0 1.0 1.0

added to offset the reactive power created by the filter capacitance connected at bus 3 to keep

the harmonics generated by the SSSC and the PV plant in check. The voltage sources in

the base case were replaced with synchronous machines. The parameters for the synchronous

machines used are listed in table 6.6 and are taken from [85].

The photovoltaic plant is rated for 60 MW at peak insolation levels. The design of the

PV plant is identical to the one given in table 6.2 and section 6.3.1, except for the ‘number of

module strings in parallel per array’ which were doubled to 2000 in order to double the PV plant

output. The PV-to-grid interface transformer rating was also changed to 17.32 kV / 138 kV, 60

MVA with the leakage reactance of the transformer is set to 0.15 p.u. ≡ 0.1262 H. An L-C-L

filter was designed on the grid side with the transformer leakage reactance being considered

as L2. Grid-side inductance L1 was selected as 0.5 × L2 = 0.063145 H while the shunt filter

capacitance was set to 26.7432 µF , giving a filter resonant frequency of 150 Hz.

133



0 1 2 3 4 5 6 7

P
PV

 in
 M

W

-50

0

50

100

150

200
Change in PV real power over time

time in seconds
0 1 2 3 4 5 6 7

P
l2

3
 in

 M
W

-20

0

20

40

60
Line 2-3 real power

Figure 6.12: Effect of losing 60 MW PV plant output at bus 3 on line 2-3 real power

6.4.2 Power Oscillations and Modal Analysis

In this case, it was assumed that the PV plant was already operating for some time at full

power output of 60 MW. This had the effect of reducing the line power flow from bus 2 to bus

3 to about 30 MW from 60 MW. At t = x seconds, the power output of the PV plant reduces

to zero due a loss of insolation, or a fault. Figure 6.12 shows the transmission line power curve

during and after the loss of PV plant output. It can be seen that the event triggers some

oscillations within the transmission line, however it is observed that the oscillatory modes are

heavily damped naturally by the AC system. This can be attributed to several factors like load,

line resistance, voltage levels, etc. However, there is a little scope for improvement if the first

real power swing can be reduced or eliminated.

In order to do so, a Matrix Pencil estimate of the real power curve was calculated, and the

results for the same can be seen in table 6.7. The table lists five dominant modes, one of which

is a real exponential mode that serves the purpose of establishing the DC bias for the reference
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Figure 6.13: Comparison of the actual signal with the Matrix Pencil estimate

power signal. The other four modes are complex, and thus result in oscillations within the

network. The number of relevant modes seen for the IEEE 14 bus system is higher than the

previous NYPA system as it has five synchronous generators which swing non-coherently with

respect to each other. Figure 6.13 compares the actual real power curve with the low frequency

estimate obtained using the Matrix Pencil method. Since the signal is already highly damped,

it makes sense to select the primary frequency based on the residues in this case. From table

Table 6.7: Modal content of line 2-3’s real power flow

Frequency (Hz) Damping Residue (MW) Phase (rad)
coefficient (s−1)

0 0.0069 56.2493 0
0.0838 2.0253 3.2407 1.7877
1.3196 6.4477 1.4518 2.5268
2.5754 1.8935 1.1596 1.4451
3.1474 6.6912 10.2977 2.4317
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Figure 6.14: Bode plot of the band-pass filter as shown in Eq. (6.21)

6.7, it is clear that fosc = 3.1474 Hz is the dominant mode in the transmission line power. The

mode at 0.0838 Hz is also significant but it is ignored in the controller design as the mode fosc

contributes more to the peak seen in figure 6.13.

Based on this data, a second order band-pass filter is designed centered around fosc = 3.1474

Hz with a damping coefficient of 0.85. The resulting transfer function for the filter is

F (s) =
33.6187s

s2 + 33.6187s + 391.0782
(6.21)

Figure 6.14 shows the bode of the band-pass filter given in Eq. (6.21). The output of the filter

is given as a q-axis voltage command V ∗
1Sq to the CHB-based SSSC.

If we take a look at the dominant mode which is being damped, it is actually a complex mode

with σ = −6.6912 s−1 and ω = 2π × fosc = 19.7757 rad/s. However, if we compare this mode

with the denominator polynomial of a standard second-order oscillator asG(s) = s2+2ζωns+ω2
n,
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Figure 6.15: Bode plot of the alternate band-pass filter as shown in Eq. (6.22)

the roots of G(s) can be correlated with σ+ jω to obtain ωn and ζ. Doing so yields the values

for ωn = 20.8767 and ζ = 0.3205, which can be used to create a new band-pass filter with the

transfer function of

F2(s) =
13.3824s

s2 + 13.3824s + 435.8366
(6.22)

The bode plot for Eq. (6.22) is shown in figure 6.15.

6.4.3 Implementation and Results

As mentioned in the previous section, a CHB-based SSSC was connected on the transmission line

between buses 2 and 3 on the IEEE 14 bus network. The IEEE 14 bus base case was obtained

from the PSCAD repository [89]. The CHB-based SSSC is identical to the one designed in

section 5.3.3 and was also implemented in PSCAD. The results of the PSCAD simulation can
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Figure 6.16: Performance of the POM controller on the transmission line 2-3

be seen in fig. 6.16. At t = 1 s, the PV plant starts generating 60 MW which induces oscillations

on the line 2-3, while the POM controller is turned off. The POM controller is later turned on

at t = 2 s. At t = 3 s, the PV plant loses its power output due to a drop in insolation. However,

the POM controller ensures that the first swing of the oscillation is severely damped as can be

seen by comparing figure 6.12 and figure 6.16b.

The performance of the alternate filter is somewhat similar, and the best way to compare

its performance with the original filter is to overlay their performance curves on top of each

other. Figure 6.17 shows the band-pass filter output and the compensated transmission line

real power for the two POM controllers. The test conditions for the two were identical with

the PV plant losing its real power output at t = 0 seconds. This causes the transmission line

power to bounce back to a steady-state value of around 55 MW.

From figure 6.17a, it is clear that the response of the alternate controller is slightly under-

damped as compared to the original, which is expected as it has a lower damping coefficient.

From figure 6.17b, we can conclude that the alternate controller has a slightly larger overshoot,

but it has a shorter settling time as compared to the original controller. Also, it seems that

the original controller seems to excite a higher frequency mode within the system, which is
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Figure 6.17: Performance comparison of the two POM controllers on line 2-3

eventually damped, but it could lead to instabilities in other situations. This behavior was

found to be absent in the alternate controller as it trades overshoot for a better rejection of

frequencies outside the band.

6.4.4 Conclusion

In this section, the performance of the CHB-based SSSC in damping power system oscillations

was demonstrated using a POM controller designed using the Matrix Pencil method. The

IEEE 14 bus system was used as a base case for the experiment, and it was observed that the

14 bus system inherently has good damping. However, the POM controller was still able to

slightly improve the network performance by reducing the overshoot on line 2-3’s real power

signal. An alternate controller which utilizes data from the Matrix Pencil estimation to calculate

the damping coefficient was also developed. Its performance was compared with the original

controller and it was noted that though it has a higher overshoot, it had a lower settling time

and better rejection of frequencies outside the pass-band.
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6.5 Conclusion

In this chapter, the performance of power oscillation damping controllers in reducing power oscil-

lations on transmission lines was demonstrated using SSSCs based on two different topologies:

the distributed FACTS devices and the CHB-based SSSC, within NYPA’s 3-bus AC system

and the IEEE 14 bus system respectively. Power Oscillations are a wide-spread phenomenon

on transmission networks and would definitely become more prevalent with the increasing pen-

etration of renewable energy resources in modern power networks. An extreme example of this

would be the effect of a total solar eclipse that could cause widespread dips in solar power out-

put temporarily. POM controllers can help the grid transition in and out of such contingencies

in a controlled manner.
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Chapter 7
Conclusion

This report focused on highlighting some of the problems caused by large-scale penetration of

renewable energy resources, and then suggested some applications of FACTS devices like the

SSSC in eliminating power system oscillations which is one of the system issues that arise due

to high renewable energy penetration.

Chapter 1 provided an introduction to the problems caused by large-scale penetration re-

newables and includes a brief motivation for research in this area. Chapter 2 described the effect

of large scale penetration of renewable energy resources on high voltage transmission systems.

It begins with a brief description about conventional energy sources, and contrasts it with the

non-deterministic nature of renewable energy resources. Detailed wind and PV system models

are given, and the control structures required to interface them to the grid are described in

detail.

Chapter 3 discussed the various FACTS devices along with their control strategies. A brief

description of phase shifting transformers (PST) is given, which is a competing technology to

FACTS devices. SSSC, STATCOM and the UPFC are discussed in detail along with their

major control algorithms for achieving various control objectives. Two major types of control

are discussed: Angle control, and Vector control.

In Chapter 4, a reduced-order equivalent model of the Western Electricity Coordinating
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Council’s (WECC) 500 kV system was developed using Phasor Measurement Unit (PMU) data.

Various estimation techniques like the Prony method, nonlinear least squares, etc were used

to determine the key parameters of the five-machine system like line impedance, thevenin

reactance, machine inertia and damping. This model was then used as a base-case onto which

the effect of large-scale penetration of renewable energy resources was evaluated and appropriate

control actions can be performed. Tests involving loss of inertia, loss of transmission lines, and

large scale wind penetration are performed and their effects on power system stability are

observed.

Chapter 5 focused on a series-connected FACTS device known as the Static Series Syn-

chronous Compensators (SSSC). The first section discusses the application of SSSCs in mitigat-

ing Ferranti effect. In this case, a single SSSC was assumed to be connected near the sending

end of a 250 km long open-ended 230 kV transmission line. Ferranti effect caused the receiving

end of the transmission line to experience an overvoltage during no-load conditions. The SSSC

controls were slightly modified to estimate the overvoltage at the receiving end and correct for

it at the sending end, which resulted in the mitigation of Ferranti effect. The next section de-

scribes a control algorithm for SSSC based on a Cascaded H-Bridge Converter. In this section,

a new control algorithm for the CHB-based SSSC was proposed which included Capacitor Volt-

age Balancing loops which would control the DC bus voltage close to the average DC bus value.

The final section described a centralized control scheme for distributed series-connected FACTS

devices which includes DC capacitor voltage balancing capabilities. The new centralized control

algorithm allowed the distributed SSSCs to be controlled with the same performance as that of

a distributed controller, while maintaining the DC bus voltages of the individual phases close

to each other.

Chapter 6 focuses on the mitigation of power system oscillations in transmission networks.

The first section discusses the Matrix Pencil algorithm that is used for estimating the oscillatory

modes within the raw data. The next section uses this method to develop a power oscillation

mitigation (POM) controller for distributed SSSCs connected in NYPA’s three-bus AC system.
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The Matrix Pencil method estimated the frequencies present in the transmission line power

signal, and the dominant frequency in the signal was used to design a second-order band-

pass filter which forms the basis of the POM controller, with the damping coefficient ζ being

optimized for the lowest settling time. The performance of the controller was observed and it

was concluded that the controller reduced the residue of the dominant mode. The final section

discusses the design of another POM controller for a CHB-based SSSC connected in the IEEE-

14 bus system. It was noted that the IEEE 14 bus system naturally had a lot of damping, and

the effectiveness of the POM controller would be limited. However, it was observed that the

POM controller was able to reduce the overshoot of the real power on the transmission line.

Further, a second POM controller which takes the damping coefficient of the dominant mode

into account, and its performance was compared with the first controller.
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