
ABSTRACT 

BEDDINGFIELD, RICHARD BYRON. High Power Medium Frequency Magnetics for Power 

Electronics Applications (Under the direction of Dr. Subhashish Bhattacharya). 

 

The development of wide bandgap semiconductors has enabled rapid growth and 

advancement in power electronics based power converters. However, in order to take full 

advantage of these devices, the complete converter system must be redesigned. This approach 

has been relatively straight forward for the low power, high frequency space but the high power 

medium frequency converters have been slower to develop. A significant limitation has been the 

passive magnetic components for these designs. This is, in part, a materials problem. New, metal 

amorphous nanocomposite materials have been proposed as a material solution to meet these 

needs. However, their adoption has been slow and this is a magnetics design problem. As such, 

there is significant need for a combined study of both magnetic materials and power electronics 

to utilize the available material advancements while meeting the needed design requirements to 

provide solutions that enable high power medium frequency converters. 

This thesis will provide a pathway and guidance towards the utilization of ribbon based 

magnetic cores. The work will enable improved designs of nanocomposite and amorphous 

materials for magnetic devices. It will show that, with a more nuanced understanding of the 

magnetic materials, better utilization and selection cores enables higher efficiency and higher 

power density systems. This thesis introduces multiparameter screening and characterization 

methods for informed material choices. It will demonstrate a new magnetic test bed that 

leverages novel test circuitry magnetic core harnesses to provide an in-depth analysis into 

magnetic material behavior. It explains and quantifies loss mechanics that are unique to the high 

power medium frequency design space. It also showcases new design techniques that take 



advantage of advanced manufacturing processes to utilize strain induced magnetic anisotropy, 

strain annealing, for advanced magnetic core performance and anisotropic thermal design.  

Whether it is a DC active filter or multiport dual active bridge, high power medium 

frequency magnetics are as critical a component as the wide bandgap semiconductors are to the 

operation of the power converter. This thesis provides the tools needed to characterize, design 

and improve the magnetics to enable further advancements in high power wide bandgap power 

converters. 
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CHAPTER 1: INTRODUCTION 

1.1 Motivation  

There have been significant improvements in power electronic topologies and switching 

devices with the advent of wide-bandgap semiconductors. There are two significant trends that 

are enabling high power medium frequency converters. First the rapid commercialization of wide 

bandgap (WBG)  semiconductors has increased the voltage and current rating of devices 

traditionally used in lower power circuits in high power applications  [1]. Second, advancements 

in magnetic materials have provided the energy storage and coupling capabilities necessary for 

the realization of these converters. This has resulted in increases in efficiency and power density. 

However, this rapid change in topology has created unique issues with regards to the design of 

the magnetic materials. New power converter topologies are pushing the limits of existing 

passive components. With the complex excitation waveforms of these converters it no longer 

trivial to predict the core loss. This makes design and optimization difficult with lots of 

possibility for error. It is critical then to investigate the behavior and classification of soft 

magnetic materials. This can then influence the development of new magnetic core 

characterization techniques and modelling. From this, algorithms that incorporate a more 

complete picture of the magnetics can greatly influence and improve designs. 

Metal amorphous nanocrystalline (MANC) magnetic materials show great promise for 

the highest power densities in the medium frequency range.  [2] uses nanocrystalline cores for 

three and five limb three phase transformer designs. The author chooses five limb designs 

because the flux density is shared more equally among all of the cores. Unmentioned by the 

author, this design methodology also improves excess eddy current losses caused by leakage 

flux. The authors predict designs with >98% efficiency and high power density, >35MW/m3
. 
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These results compare very favorably against designs using amorphous material and ferrites. 

This efficiency and power density is critical for offshore windfarms where the transformer is 

housed on a remote platform. 

For the medium voltage solid state transformer, a three phase transformer provides the 

additional smoothing to transformer current and enables reduced dv/dt across the transformer 

input,  [3]. The transformers are made with nanocrystalline material due to its low loss and high 

magnetizing inductance. The exact structure and design was outsourced to a professional 

company so the construction details are not clear. A provided equivalent model showing a three 

limb design is mentioned. Given the material, it is safe to assume it is some form of magnetic 

ribbon. However, it is known that the transformer has very low leakage inductance and requires 

an external inductor to meet the desired leakage for the dual active bridge. It also highlights the 

need for common mode chokes for blocking noise. Again, this is an ideal application space for 

ribbon wound cores. Finally, the authors demonstrate an auxiliary transformer in series with the 

original DAB. This auxiliary transformer is used to inject reactive power and enable an extension 

of the ZVS range. Again, in [4], magnetic ribbon cores are shown to have many design benefits. 

This author uses amorphous ribbon. In this work, the author uses a five limb core design to 

accommodate the third harmonic in a three phase transformer. In [5], the author presents a three 

phase axial transformer where the outer core is a magnetic ribbon nanocrystalline. This design 

combines the advantage of five limb and axial transformers to allow zero sequence, triplin 

harmonics, without nonidealities such as asymmetrical inductances. 

The author of [4] Demonstrates coaxial transformer design with an integrated leakage 

inductor. Using an inner core between the primary and secondary windings, the authors are able 

to fine tune the leakage inductance. Nanocrystalline is used as the outer core due to its high 
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permeability and flux density capability. Since the flux is in the same alignment as the magnetic 

ribbon, there are no excess induced eddy currents. Furthermore, with the integrated inductance, 

the transformer can be made very compact. 

Magnetic ribbon cores are also advantageous when the magnitude of magnetizing 

inductance is paramount such as in isolated gate drivers. [6] demonstrated a medium voltage gate 

driver power supply isolation transformer with reasonable coupling capacitance and exceptional 

magnetizing inductance. The low capacitance was very important for the 50kHz switching 

frequency of the supply and the high inductance ensured that the supply would have low reactive 

losses. However, for the additional inductors used to in the high power SST, the authors used 

ferrite cores. This required designs with 60 turns and 3 paralleled cores to achieve desired Bmax 

for a 5khz switching and 1khz resonate frequency. Had the authors used magnetic ribbon type 

cores such as amorphous, nanocrystalline or even high silicon steel, the could have greatly 

reduced the design size. At high power, the ribbon based designs require more thought and 

require a more nuanced understanding of the magnetics and therefore were likely avoided for the 

simplicity of the ferrite designs. 

The magnetic ribbon cores high saturation flux density is advantageous in high power 

current source converters as well. [7] demonstrates several traditional current source converters 

and proposes a novel reduced switch, partially resonant current source converter. The magnetic 

device, either inductor or transformer, is subjected to multiple linear slopes excitations and 

resonant behavior during the switching period. The proposed Dynamic Current (DYNAC) 

converter is back to back current source converter with large shunt inductance made with a 

nanocrystalline core. The continuous conduction mode has large DC offset current while 

discontinuous conduction mode enables ZCS. With a flyback transformer, both system isolation 
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and auxiliary supplies, such as battery banks, can be integrated with the converter. In the 

proposed topology a partial resonant branch includes a capacitor to resonantly recharge the link 

voltage.  

Ferrite cores are often used instead of magnetic ribbon despite the clear advantages of 

latter. It is generally easier to match the paper design of a ferrite transformer with the end result 

due to the materials isotropy. In [8] and  [9], the author presents a dual active bridge and a 

multiterminal dual active bridge, with an application emphasis for the solid state transformer. 

The multiterminal transformer is used for cascaded front ends to a single output as in the MV 

SST. At a higher power, system scale, the multiterminal transformer can magnetically connect 

multiple converters for a green energy hub. However, the author’s use of ferrite for the core 

material limited the predicted power density and design scalability. 

With the clear benefits of magnetic ribbon based cores and in particular nanocrystalline 

materials, it is essential to have accurate characterization and modelling techniques. This work 

will outline the appropriate materials and develop clear guidelines for material application 

spaces. It will then introduce methods for characterizing the materials. Next, this thesis will 

provide modelling techniques for both parasitic elements and thermal domains with an emphasis 

on the nuances and caveats associated with magnetic ribbon cores. Finally, this thesis will 

provide application examples that demonstrate the efficacy of the presented characterization and 

modelling techniques. It will include converter controller designs that leverage the benefits of the 

improved magnetics designs. This work will enable wider adoption and application of metal 

amorphous nanocrystalline magnetic ribbon materials for high power medium frequency 

applications. 
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161-166. 

9. Beddingfield, R.; De, A.; Mirzae, H.; Bhattacharya, S., "Design methodology of series 

DC coupling transformer in a medium-voltage DC amplifier system," Applied Power 

Electronics Conference and Exposition (APEC), 2015 IEEE, vol., no., pp.183,190, 15-19 
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Magnetic Materials (MMM), Pittsburgh, PA, Nov. 2017 
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CHAPTER 2: MAGNETIC CORE MATERIALS 

2.1 Motivation 

This chapter will investigate magnetization physics and magnetic materials to provide 

insight into the core modelling and selection processes. This is primarily a review of existing 

work but will tie together aspects of material science and electrical engineering. It will work to 

define the design spaces where different magnetic effects and have a significant impact on 

system design and operation. Specifically, this chapter will try to define the effects and materials 

that are most applicable to the medium frequency range. It will further clarify the application 

spaces for various materials and define outlines for informed material selection in the magnetics 

design. 

2.2 Introduction 

The magnetic core losses are an important consideration in the design of transformers and 

inductors. It is well known that the excitation wave shape plays a role in determining the extent 

of the losses. As such, it is valuable to characterize potential core materials with a profile of the 

specific excitation waveforms that would be seen in the final power electronics converter. In 

historical, low frequency sinusoidal applications this was a fairly trivial exercise. Furthermore, 

results of these studies were easily scalable to wave shapes and amplitudes near the original 

study. This led to heuristic curve fitting approaches and practical simplifications of physical 

processes to accurately model and predict the core losses in the local neighborhood of excitation 

waveforms. 

As power electronics have enabled the use of higher frequencies and more arbitrary 

excitation waveforms, new and different magnetic behaviors have begun to play a more 

significant role. For high power converters, the scope of the magnetic behavior occurs in the 
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medium frequency range and higher. As can be seen in Figure 2.1, there are several processes of 

different time scales that fit this metric [10]. While traditional magnetic designs need only to 

focus a low frequency fundamental, the advent of power electronics has introduced more 

excitation waveforms. While the power converter fundamental may be of a low or medium 

frequency, the excitation discontinuities, e.g. triangular and trapezoidal excite magnetic materials 

at higher frequency harmonics. These harmonics can cause different magnetization processes 

there were previously neglected in single frequency or low frequency studies. 

 
Figure 2.1: Time Scales of Spin Related Magnetic Phenomena. 

The following literature review explores the prior work that can be used to explain these 

different phenomena. First, this chapter describes two behavior models of magnetism in soft 

magnetic materials known as magnetic relaxation and magnetic viscosity. The next section 

describes the dominant lossy behavior of domain wall and magnetization vector motion. The 

next part provides a review of works that develop mathematical models to describe and predict 

magnetic behavior, including losses, for complex waveforms. The final section provides an 

overview of material classifications and provides a comparison of figures of merit. This will 

chapter provides a physical background and historical study of the important properties of 

magnetic materials. From this, the gaps in understanding and material characterization methods 
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that are needed for modern medium and high frequency power converters can be identified and 

solved. 

2.3 Magnetic Relaxation  

Loss separation is a typical approach with many other methods of defining the 

relationship between the different loss components and the excitation waveform. Some 

researchers have attempted to incorporate the concept of magnetic relaxation or magnetic 

slippage in the loss models. This nomenclature is a little ambiguous as relaxation is also used to 

define the decrease of remnant flux density in permanent magnetics. This section will explore 

works that use the magnetic relaxation as part of the core loss prediction and definition.  

In [11], the authors focus on the amount of energy absorbed by the different loss 

components. The claim is that the hysteresis losses are independent of frequency and wave shape 

excitation. Using conductivity σ and thickness d, magnetic polarization j the authors define the 

losses in (2.1) and (2.2). They hysteresis losses need to be measured for the material at a low 

frequency and will be constant for that specific material regardless of application. The authors 

lump the loss variations due to wave shape in the excess loss component in (2.3) and (2.4) for 

sinusoidal and triangular excitation respectively. 

(2.1)  
𝑃𝑐𝑙𝑎𝑠

𝑉𝑜𝑙𝑢𝑚𝑒
 =

1

12
 𝜎𝑑2 𝐵(𝑡)̇ 2  ≅

1

12 
𝜎𝑑2𝑗(𝑡)̇ 2 

(2.2) 𝑃(𝑡)𝑒𝑥𝑐 =
𝑛𝑜𝑉𝑜|𝐽(𝑡)|

2
√1 +

4𝜎𝐺𝑆𝑉𝑜

𝑛𝑜
2𝑉𝑜

2 |𝐽(𝑡)| −
𝑛𝑜𝑉𝑜|𝐽(𝑡)|

2
 

As mentioned before the excess loss component is used to distinguish the losses between 

sinusoidal and triangular excitation. It is interesting to note that the variation in losses are close 

to other scalar relationships of triangular and sinusoidal losses using the π/4 factor. 



11 

(2.3) 𝑊𝑒𝑥𝑐−𝑠𝑖𝑛  = 8.76√𝜎𝐺𝑆𝑉𝑜𝐽𝑝

3

2𝑓
1

2 (2.4) 𝑊𝑒𝑥𝑐−𝑡𝑟𝑖  = 8√𝜎𝐺𝑆𝑉𝑜𝐽𝑝

3

2𝑓
1

2 

In the preceding equations, Vo is a parameter defining the statistics of the magnetic 

objects, G is a dimensionless coefficient of 0.1356, and S is the cross-sectional area. The number 

of simultaneously active magnetic objects, n0, represents the magnetically correlated regions in 

the sample cross section is defined in [12]. Wh and Vo are calculated at very low frequencies. 

They are Y intercept and slope towards higher frequency losses on a graph comparing losses and 

√𝑓. One difficulty in this approach is the need of a constraint approximation that requires more 

advanced estimation equations. 

The authors in [13] the authors showed graphics of the hysteresis plots for a three phase 

DAB. This circuit produces dual slope excitation and the hysteresis plot shown is similar to that 

seen in Figure 2.7. The authors compare their measured losses to the classical Steinmetz and the 

IGSE equations. The IGSE over estimates the losses which they claim is because eddy currents 

were neglected. An important figure shows how losses decrease faster at higher phase angles 

above 600 in the phase angle of the DAB.  

The authors in [14], seek to directly define these losses seen in the DAB and three port 

DAB. Using IGSE, the authors propose that the core losses depend on the speed of the domain 

wall movement leading to the dB/dt terms in the original loss equation. However, during zero 

excitation periods or low excitation periods, seen the aforementioned converters, the IGSE 

predicts no losses despite measured losses. The authors claim that this is an artifact of magnetic 

relaxation where the domain wall continues to move even though no dynamic field is applied. 

They add (2.5) to IGSE to account for this motion. In this equation, ΔE is the maximum energy-

loss increase which occurs when the magnetic material has enough time to reach the new thermal 

equilibrium (2.6). 
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(2.5) 𝐸 = Δ𝐸 (1 − 𝑒−
𝑡1
𝜏 ) (2.6) Δ𝐸 = 𝑘𝑟 |

𝑑

𝑑𝑡
𝐵(𝑡−)|

𝛼𝑟
(Δ𝐵)𝛽𝑟 

The new terms kr, αr, βr are new Steinmetz like terms that need to be found through curve 

fitting. τ is relaxation time to be determined and T1 is the time zero excitation is applied. One 

interesting point about this work is that the hysteresis curves shown do not quite match excitation 

waveforms shown. There is a negative B section in the loop when the excitation is flat. Without 

actual measurements of current and induced voltage, it is unclear if the presented hysteresis 

curve is correctly labeled. However, given the demonstrated test circuit topology and parasitic 

losses within, it is more likely that the applied ‘zero’ voltage period is in fact slightly negative 

giving rise to the reported results. Therefore, the test circuit is introducing some degree of loss 

error with an applied field. 

In [15], the authors predict a cascaded effect of losses. Hysteresis and steady-state losses 

of the Weiss domains occur when a variable magnetic field is applied to the magnetic material. 

However, referring to [12], the authors predict continued excess losses that occur after magnetic 

domain movement. Dynamic losses of the Weiss domains occur when a variable magnetic field 

is applied to the magnetic material. From a simple point of view, these losses are due to Block 

walls’ discontinuous movements with the production of the Barkhausen jumps. Since the 

Barkhausen jumps are very fast, they produce eddy currents and related joule losses. At the 

initial jump, eddy currents are produced witch induce more domain wall motion and more jumps 

and so on. They extend this concept to modify the classical loss term to be dominated by eddy 

current based losses as shown in (2.7). The authors propose two methods and corresponding 

measurement techniques to modify loss equations for PWM sinusoids where the cascaded losses 

occur despite zero excitation times. These eddy current losses are strongly dependent on the skin 

effect. Where b is a constant, f is the frequency, d is the depth and Bp is the peak induction. 
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(2.7) Peddy =
𝑏𝑓1.5𝐵𝑝

2(sinh(𝑑√𝑓)−sin(𝑑√𝑓))

cosh(𝑑√𝑓)−cos(𝑑√𝑓)
 

As mentioned before, relaxation refers to many processes in magnetic materials. In [16] 

and [17], the authors discuss permeability relaxation in crystalline materials. This is due to 

thermally activated diffusion of single impurity atoms or solute atom pair rotation and can be 

estimated in a single time constant τ (2.8). Where Q is the activation energy, τ𝑜  is near 1/fd, the 

Debye frequency, = 10-13s. 

(2.8) τ = τo𝑒
𝑄

𝑘𝑡 

A wide range of Qs is considered instead of τ0. This is because a range of τ0 would imply 

different atomic clusters relaxing and not the more likely cause of structural instabilities in 

amorphous materials. The permeability relaxation is an activated phenomenon which occurs over 

a wide range of energy barriers. These phenomena likely do not involve interstitial impurity 

diffusion or solute atom pair rotation. Rather atomic instabilities intrinsic in amorphous 

structures might be present.  

With magnetic relaxation being an ambiguous term, it is useful to look at other work that 

describes similar behavior by a different name. There have been many works that have explored 

the concept of magnetism a viscous system. This work is reviewed in the next section. 

2.4 Magnetic Viscosity 

In order to understand the apparent viscosity of magnetism it is helpful to consider an 

analogy from Snoek [18]. In this analogy one is to consider a ball resting in a mud pit where 

position represents the induction level. As a magnetic field, H, is applied, the ball is moved back 

and forth through the pit. At intermediate temperatures, TI, this mud is like a sludge causing a lag 

between the applied H and the resulting ball motion, viscous behavior. Snoek extended the 
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analogy to temperature extremes too. At very low, TC, and very high, TH, temperatures, the mud 

is solid and liquid respectively and allow for fast responses implying that there is less viscous 

behavior. This is illustrated below in Figure 2.2. 

HAC

Induction

TC

TI

TH

 
Figure 2.2: Ball in Mud Analogy of Magnetic Viscosity. 

The temperature dependence is further explored in [19] and [20]. These authors expanded 

the viscosity concept by identifying that the effect is impurities sensitive and is most noticeable 

on steepest part of BH curve. This could be problematic as an explanation for the phenomena of 

interest where the effects are more pronounced as horizontal changes of H. However, it will be 

part of continued testing to gauge the sensitivity of the effect of interest to previous position on 

the hysteresis loop. Notably, the authors describe the viscosity in (2.9). 

(2.9) 𝛥𝐼 =  𝑖̂ 𝑝 𝑘 𝑇 𝐹(𝑡) + 𝑐 

Where ΔI is the change in magnetization intensity due to thermal energy from domain 

motion with measured time, t, after the corresponding change in applied field. T is absolute 

temperature of the magnetic material. The average magnetization intensity is 𝑖̂ with a scaling 

constant, p. The function, F(t), is either Ct or log(t) depending on if Ct <<1 or Ct>>1 where C is 

a constant that is material specific. While there are several scaling terms in (2.9), the behavior 

can be seen to have a lag effect when the function F(t) is logarithmic. The authors of [20] 
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identify three major parts the slope of induction, an initial spike, a decay, and then a logarithmic 

increase resulting in a bell shape. 

Another expansion of the viscosity concept from [18], is in the description of high 

coercivity alloys. there are pseudo domain boundaries where the particles are too small to form 

full domain boundary creation and instead constitute a less ferromagnetic matrix. Therefore, only 

rotation of the magnetization vector is possible and can result in discontinuous changes in certain 

hysteresis loop locations. There are minimum values of domain free energy before and after the 

discontinuous changes and thus a minimum energy threshold. Obviously a change in applied 

magnetic field could overcome the threshold but another effect from thermal agitation could 

contribute to a baseline energy resulting in the necessary activation energy. 

It is important to note that a similar mathematical description of the behavior is seen from 

[21], despite the authors only seeking to model the behavior in finite element analysis. The 

authors then provide an equation for relating the lag due to material impurities described in 

(2.10). First the authors provide an overview of hysteresis models with a discussion different 

statistical models of hysteresis. They identify models that are history independent models, e.g. 

Jiles-Atherton, and that are only appropriate for large, symmetric loops without minor loops. The 

authors then review the Priesach model which is history dependent leading to a better model for 

complex hysteresis loops with the presence of minor loops. 

(2.10) 
𝑑𝐵(𝑡)

𝑑𝑡
=

𝛿

𝑔(𝐵)
|𝐻(𝑡) − 𝐻𝐿𝐹(𝐵)|𝛼 

The loop function HLF is calculated using very low frequency hysteresis curves measured 

in the range of 1-5Hz. To determine which half of the curve the model is on, δ is a directional 

parameter: +1 for rising induction, -1 for falling induction. For a particular material the 

parameter α relates to the loop dynamics and is close to 2 for the range of materials studied by 
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the authors. The function g(B) is material dependent and is shown in (2.11). Better accuracy in 

the FEA study can be gained modifying the material constants Gm and α as a feedback to match a 

known loop. 

(2.11) 𝑔(𝐵) =
𝐺𝑚

1−(
𝐵

𝐵𝑚𝑎𝑥
)

2 

An improvement over earlier models in this contribution is that previous models related 

dB/dt to changes in the induction level. However, this did not yield as accurate results as (2.10). 

One drawback to this model is the amount of data needed for the accurate recreation of arbitrary 

hysteresis loops. First, a look up table of the static or semi-static major hysteresis loop and the 

first-order reversal curves. The sheet thickness and the material resistivity is also needed. Two 

additional loops are also needed to identify the dynamic components of the model. In [22], the 

structure of (2.10) and (2.11) is reproduced by applying tests of constant dB/dt. These authors 

found that higher slopes of applied conduction from the remnant flux density, Br, to saturation, 

caused further rightward shifts, higher loss hysteresis loops. They provide telling figures by 

correlating the components of the bulk material losses with the segments of hysteresis loop. 

Specifically, and of practical use to the current work, they define the segments in terms of 

excitation, separated in a similar manner to loss separation. These components are shown in 

(2.12), (2.13), and (2.14). However, g(B) is modified in these equations from its definition in 

(2.11) to be more of an empirical hysteresis loop fitting component. 

(2.12) 𝐻ℎ𝑦𝑠 = 𝐻𝐿𝐹(𝐵) (2.13) 𝐻𝑐𝑙𝑎𝑠(𝑡) =
𝑑2

12𝜌

𝑑𝐵

𝑑𝑡
 

(2.14) 𝐻𝑒𝑥𝑐(𝑡) = 𝑔(𝐵) (
𝑑𝐵

𝑑𝑡
)

1

𝛼
 

While much of this work fits imperfectly with the observed behavior it is useful to 

understand where prior work has sought answers. Many of the models represent behavioral fits 
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that sought engineering solutions to physical problems. Despite no being grounded in the 

physical interactions of materials and magnetization, the models can provide insight what 

processes are most dominant in the bulk system. In order to assess these relationships, a review 

of applicable physical phenomena is provided in the next section. 

2.5 Domain Wall and Magnetization Vector Motion 

Again, it is important to clear up mixed nomenclature and similar concepts by other 

names. For instance, engineers and electricians have tended to describe the losses in terms of 

hysteresis and eddy current losses. Material scientists and physicists describe the same concepts 

using physical models with the concept of magnetization domain movement. This mixed use of 

nomenclature can lead to confusion and implication of different and distinct processes despite 

them being the same phenomena. In this section, the focus will be on physical models and the 

resulting processes and subprocesses that lead to the implications of loss separation.  

The principal physical model for core losses relies on the concept of magnetic domains of 

a material. One of the origins of losses then, is movement of the domain walls as they grow or 

shrink due to an applied field. Figure 2.3 shows a graphical representation of the arbitrary nature 

of individual magnetic domains, where the vertical arrows represent the direction and relative 

size of a saturated domain and the horizontal arrows represent the movement of domain walls as 

the global magnetization increases. In [23] and  [24], Bertotti describes two important concepts 

in the domain wall loss models. First, that the net change of magnetization is due to the 

contribution of multiple regions distributed through the material. Second, the number of these 

regions is functionally dependent on the magnetic field. [25] describes in detail the movements 

that the domain walls can make. It further describes how these movements result in the 

generation of eddy currents causing core loss. The movement of the domain walls is spatially 
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discrete instead of uniform throughout the material. The speed of this movement has also been 

shown to be discrete in time. [26] shows that impurities in the material can cause domain wall 

velocity spikes despite slow global magnetization changes.  
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Figure 2.3: Graphical Representation of Magnetic Domain Wall Movement. 

It is from this work that we have the understanding of domain walls that we do today. 

That is, the magnetic material can be subdivided into two sets of fully saturated magnetic 

domains. These domains are separated by domain walls. The global magnetization of a material 

is a result of the individual contributions of the different domains. Changes in the global 

magnetization occur as the domain walls move and the rotation of domain vectors resulting in 

increasing or decreasing the effect of local magnetization domains. An important figure of merit 

for a given material is the magnetic coercivity, Hc. The coercive field is defined in [27] by (2.15). 

Where σdw(x) is the domain wall potential, and Ms is the saturation magnetization density. 

(2.15) Hc =
(

𝑑𝜎𝑑𝑤
𝑑𝑥

)
𝑚𝑎𝑥

2𝑀𝑠
 

This point on a hysteresis loop is defined as the largest gradient of wall energy. A semi-

empirical model is discussed in [28]. There the focus is on the effect of flux switching which 

occurs by domain-wall motion at low fields, close to the coercive force, and by rotation of 

magnetization at high fields. At intermediate fields, flux switching occurs by incoherent rotation 
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in such a way that the demagnetizing fields effectively cancel out by having closely spaced 

surface poles of alternate polarity. This topic is discussed at some length in [29] and [30]. 

 
Figure 2.4: Magnetic Vector Direction and Domain Wall Size based on Hysteresis Loop Location. 

The above graphic, Figure 2.4, shows magnetic vector rotation and domain wall size and 

rotation as it relates to a hysteresis curve. It is important to note that saturation means all of the 

domains point in the same direction, effectively creating a monolithic domain. As field is 

applied, the reverse pointing domains first shrink, then turn to alignment, then aligned domains 

grow. As field is reduced from saturation, domains rotate to the nearest easy direction, not the 

original orientation, resulting in the remnant flux density, Br. A Magnetic after-effect occurs 

when the magnetization change does not respond immediately to changes in magnetic field. This 

appears as a magnetic viscosity as discussed above. While eddy currents can influence this after-

effect, there are distinct magnetization processes. This is part of the reason for the confusion in 

nomenclature between electrical engineers and material scientists. Furthermore, aging effects, 

where changes occur slowly or at room temperature and are structural in nature, e.g. phase 

transition, precipitation or diffusion, are also a separate phenomenon that can lead to variations 

in Br. There is an instantaneous change of magnetization II and then a time dependent change in a 
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similar structure to (2.6), shown in (2.16). Where τ is a relaxation time constant and In0 is the 

difference In-inf - II. It is important to note that B = u0H + I in this notation. 

(2.16) 𝐼𝑛(𝑡) =  𝐼𝑛0  (1 −  𝑒−
𝑡

𝜏 ) 

Similarly, induced eddy currents can result discontinuities. The eddy current losses for 

small crystals are described in [30] as (2.17) and (2.18). Two types of induced eddy currents are 

described depending on the crystal model, homogeneous and heterogeneous, due to the change in 

domain wall differences for the crystal model. The homogenous model describes the change of 

domain walls in a cylindrical crystal while the heterogeneous model is domain wall grow in a 

more realistic crystal shape like a picture frame. In the equations, B is magnetization, d is 

material depth and rho is resistivity. 

(2.17) 𝑃ℎ𝑜𝑚𝑜𝑔 =
𝑑𝑜

2

2𝜌
(

𝑑𝐵

𝑑𝑡
)

2

 (2.18) 𝑃ℎ𝑒𝑡 =
𝑑0

2

8𝜌
(

𝑑𝐵

𝑑𝑡
)

2

 

The induced eddy currents can also create a countervailing magnetic field at a skin depth 

shown in (2.19) where ω is angular frequency µr is permeability. This countervailing field 

reduces the amplitude of the changing magnetization at the skin depth by 1/e. With the 

aforementioned effects in place, it is appropriate to now define the equations for motion of both 

the magnetization vector, (2.20) and the domain wall motion, (5.27). (2.20) holds with the 

assumption that 𝛼2 ≪ 1 and 𝛼 =
4𝜋𝜇𝑜𝜆

𝑣𝐼
 where v is a unit less constant and λ is a damping 

constant, the relaxation frequency, in 1/s units. 

(2.19) 𝑑𝑠𝑘𝑖𝑛 = √
2𝜌

𝜔𝜇𝑟𝜇𝑜
 (2.20) 

𝑑𝐼

𝑑𝑡
= −𝑣 {𝐼 × (𝐻 −

4𝜋𝜇𝑜𝜆

(𝑣𝐼)2

𝑑𝐼

𝑑𝑡
)} 

Careful inspection of (2.20) leads to the observation of precession movement. Without 

the damping term, the external field does not rotate the magnetization into alignment. With 

damping, the magnetization rotates towards alignment with the applied field. This is a spiraling 
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motion described by the non-zero derivatives of the applied field normal axis. The precession 

dominates in the plane for which the applied field is normal to but also provides some damping 

precession in the applied field vector. 

(2.21) 2𝐼𝑠𝐻 = 𝑚 �̈� + 𝛽 �̇� + 𝑎𝑠 

The domain wall motion is described in (2.21) where the left term is the 1800 wall 

pressure, 900 wall pressure is reduced by a factor of √2. Beta, β, is a damping coefficient and 

alpha is a restoring coefficient, finally m is a mass of the wall per unit area. Is is the saturation 

magnetization vector and s is the wall displacement length. This ‘mass’ term originates from the 

momentum developed by the spin that comprise the wall. The wall motion forces rotation of 

spins. This causes an apparent demagnetization field of H = -I/u0. Furthermore, this wall motion 

is normal to the applied field and can persist after removal of the applied field. Hence, the 

domain wall has an inertia. In [31], the author determines the power loss per unit volume for a 

given wall’s motion shown in (2.22) where WAB is the distance traveled by the domain wall 

during the time interval of the half cycle. If the material is driven into saturation, WAB is the 

average distance between domain walls. It is important to note that the domain walls have a 

threshold excitation field, below which no motion will occur. It is interesting to note that the 

solution for (2.22), for sinusoidal excitation, results in the form very similar to Steinmetz original 

work showing the influence of physical process appearing in accurate curve fitting, (2.23). 

(2.22)  𝑃𝑣 =
1

𝑊𝐴𝐵Δ𝑡
∫ 𝛽 �̇�𝑑𝑡 

𝑡𝐵

𝑡𝐴
 (2.23) 𝑃𝑣 = 𝛽𝑊𝐴𝐵𝜔2𝐵𝑚

2   

It is important to note two caveats to (2.22). First, the actual paths of the induced eddy 

currents are much shorter than the classical assumptions. Rather than traveling along the 

perimeter of the sample, the eddy currents travel in micro-elliptical arcs through cross section. 

This results in an increase in eddy current loss as seen in (2.24) where h is the wall height. This 
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is a major contributor to the anomalous loss component in loss separation. Second, the effect of 

many walls in a sample is to crowd the area where eddy currents can exist. This has the effect of 

reducing the losses predicted in (2.24). If there are a very large number of crowded domains, this 

reduction leads to losses that approach the classical eddy current loss prediction. 

(2.24) 
𝑃𝑚𝑖𝑐𝑟𝑜

𝑣𝑜𝑙
=

𝑃𝑐𝑙𝑎𝑠

𝑣𝑜𝑙

𝑊𝐴𝐵

2𝜋3ℎ
 

In this section, the trapezoidal magnetic excitation waveform is shown. Understanding 

the magnetic effects from this waveform is critical to better understanding the magnetics design 

for active bridges. Furthermore, the magnetic behavior seen during this excitation can lead to 

better modelling and understanding of more general excitations seen in WBG power converters. 

Other researches have shown similar behavior with magnetic components but none have isolated 

the phenomena quite as distinctly. Therefore, it is important to review behavioral as well as 

physical models that could describe the phenomena The interlinked descriptions of microscale 

magnetic behavior lead to some insights in the macroscale magnetic behavior that is observed in 

Figure 2.7. One insight relies on the concept that domain walls have inertia. This could cause 

excess losses during the transition from a high applied field to a lower applied field. Similarly, 

the spin precession could cause increased losses as the field force vector decreases in amplitude 

but does not change direction. At the very least, these concepts allow for explanations of 

behavior more closely related to the physical processes involved and less reliant on 

approximations of sets of observed behavior.  

2.6 Numerical Models of Bulk Core Loss 

Understanding why the magnetic core constitutes a loss element in a circuit does not yet 

provide a good method for calculating or predicting the losses in bulk material. Because the 

losses depend on the original domain state, domain motion, impurities and magnetizing spin, 
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there are still too many variables and states for accurate prediction. As such there has been a 

tremendous amount of research for developing monolithic models that allow engineers and 

designers accurate loss calculations. The three main approaches have been to predict the 

hysteresis path, separate losses into perceived physical phenomena and finally curve fit multiple 

loss profiles. 

The core loss prediction technique, presented by [32] and improved in [33], known as 

Steinmetz Equation has been widely used to calculate core losses in magnetic materials. Many 

manufacturers provide the parameters for core materials in datasheets as a standard practice. If 

not provided, simple curve fitting of core loss graphs can be used to determine the values of 

Steinmetz parameters. Steinmetz Equation, (2.25) calculates the core loss per unit volume where 

k, α, and β are the Steinmetz parameters and f and B are the sinusoidal excitation frequency and 

peak flux. 

(2.25) 𝑃𝑣 = 𝑘𝑓𝛼Bβ 

While (2.25) has proven to be well suited for applications where sinusoidal flux is present 

in the core, it performs poorly for nonsinusoidal excitation and cannot account for DC flux. This 

is critically important as increasingly power converters and electrical machines subject the core 

material to nonsinusoidal remagnetization. The transformer in a flyback converter and the stator 

in a switched reluctance machine, Figure 2.5 and Figure 2.6, are examples of nonsinusoidal and 

possibly DC bias magnetic excitation. 



24 

DC

 

 
Figure 2.5: Example of Flyback Converter Topology (Left) and Associated Transformer Current 

and Flux Waveforms(Right). 

DC

  

Figure 2.6: Single Leg of Three Leg SRM Driver and Associated Stator Current and Flux During 

Chopping Mode. 

Clearly a core loss model that accurately accounts for flux that is not sinusoidal is 

needed. In order to ensure adoption of the model, one that utilizes the existing Steinmetz 

parameters is preferable to an entirely new equation. This section will review existing core loss 

alternatives to Steinmetz equation.  
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2.6.1 Separating Losses 

This method has arisen and developed away from the original well defined simple 

geometries. While at small sample sizes the numerical models accurately follow physical 

processes, over time the models have been modified to better predict bulk materials at the 

expense of true physical basis. Loss separation has been used historically and has developed over 

time [34]. The principal approach is to separate the total losses into the eddy current, Pe, and 

hysteresis, Ph, components and an extra anomalous loss, Pa, component (2.26). These losses can 

be described in terms of magnetizing force functions as previously mentioned in (2.12), (2.13), 

and (2.14). A more direct breakdown is shown in (2.28), (2.31), and (2.32). 

(2.26) 𝑃𝑡 = 𝑃ℎ + 𝑃𝑒 + 𝑃𝑎 

The Steinmetz fittings are often further expanded to consider loss partitioning in terms of 

different operative mechanisms as shown in [32]. An alternate loss model, emphasizing loss 

separation, is the 3-term Steinmetz equation that is expressed using scalars khys, keddy, and kexc 

which are used to partition power loss density per unit volume for (i) hysteresis, (ii) classical 

eddy current, and (iii) excess loss components, respectively. In product literature it is common to 

lump the last two terms as total eddy current losses with a power law exponent, β, to denote the 

dependence on induction. Static hysteresis loss dominates at low frequencies and eddy currents 

dominate at high frequencies. 

(2.27) 𝑃𝑡 = 𝑘ℎ𝑦𝑠𝑡𝑓𝐵 + 𝑘𝑒𝑑𝑑𝑦(𝑓𝐵)2 + 𝑘𝑒𝑥𝑐(𝑓𝐵)
3

2 

The partitioning constant, keddy, is proportional to the square thickness of the material and 

inversely proportional the material’s resistivity. Therefore, high resistivity is desired for 

magnetic components operating at high AC frequencies. Resistivity’s in amorphous metal 

ribbons, (AMR) , MANCs and crystalline materials are both tunable with chemistry but typically 
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are 2-3 times larger in AMR which significantly reduces eddy current losses. Hysteretic losses 

are diminished in AMR, MANCs and bulk amorphous materials through random magnetic 

anisotropy [35]. Typically, magnetic induction is sacrificed for glass forming ability (and 

resistivity) in AMR and bulk amorphous alloys as compared with crystalline materials e.g. Si 

steels. MANCs offer a middle ground between the highest inductions of crystalline materials and 

high resistivity of amorphous materials. The ability to cast AMR’s and MANCs in thin cross 

sections significantly impacts eddy current losses to reduce high-f losses [35]. 

The anomalous eddy current (AEC)  losses, third term in the three-term Steinmetz 

equation is associated with dynamic domain wall motion. AEC contributions originate at a 

mesoscale due to local heterogeneities in magnetic domain structure [36], [37]. Just as laser 

scribing is used for pinning magnetic domain walls in Si-steels to limit their dissipation of 

energy at high frequencies, inducing anisotropy in AMR and MANCs have been employed to 

lower losses at high frequencies. In AMRs, anisotropy is typically induced by transverse (to the 

AMR length) field annealing, rolling and more recently strain annealing [37]. 

The loss separation technique suffers the same need for empirical studies as many of the 

earlier mentioned methods. Both Ph, Pa, must be calculated beforehand while Maxwell’s 

equations can be used to determine Pe. As such, a measurement for each waveform of applied 

field to the core material would need to be determined, suffering from the same inaccuracies that 

the sinusoidal predictions have for core loss. However as new core testing circuits enable direct 

excitation of various waveforms, there may be trends or other fit functions that provide more 

generalized parameters for predicting core losses. In a way similar to the Steinmetz 

premagnetization graphs for DC bias, [38], it could be possible that the coefficients in of the loss 

separation fit nicely on excitation dependent sets of curves. 
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2.6.2 Hysteresis Curve Predictions 

There are two main approaches developing hysteresis models. The first attempts to take a 

holistic and global approach to calculating the energy used in magnetic core material. The other 

approach is to use statistical techniques to predict domain wall movement. 

A macroscopic energy model was developed in [39] and is generally referred to as the 

Jiles-Atherton model. This model is based on an approximation of the mean field in the material. 

It assumes that all of the domain walls interact with the field and magnetization though a 

weighting function. The JA method does show a strong ability to predict temperature and 

mechanical stress impacts on the hysteresis curve and consequential losses and could be used as 

the starting point of a design. Research has continued on this path to model more complex 

features. Li, [40], develops another set of equations that help to model anhysteric losses and 

others have shown that the JA method can be extend to dynamic calculations [41]. Despite the 

continued research, this model and its extensions require many empirically calculated material 

parameters. [41] showed that seven parameters were needed for the dynamic model.  

Complex and non-linear waveforms are still difficult to replicate with the aforementioned 

models. This presents a significant problem for power electronics converters. Trapezoidal 

excitation is an example of a common waveform. The hysteresis curve that results from the 

trapezoidal excitation pattern presented below in Figure 2.7. The vertical jerk in current in the 

excitation waveform translates to a horizontal shift in the BH loop. This represents a change in H 

without corresponding change in B. Because this phenomenon provides such distinct BH curves, 

various approaches for predicting BH loops were investigated to see the state of the art and to 

potentially predict these wave shapes. Since pulse width modulation (PWM) converters have 
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similar transitions to the newly applied excitation, works focusing on PWM modelling were of 

particular interest. 

 
Figure 2.7: Hysteresis Loop For Trapezoidal Excitation. 

A history dependent model was proposed by [42]. This model approaches the 

development of the hysteresis curve and PWM associated minor loops by adapting the curve 

shape and progression based on the turning point. That is, the authors’ algorithm adapted 

depending on where magnetic excitation turned from increasing to decreasing, and vice versa. 

This enabled the accurate reproduction of complex BH loops with PWM artifacts. In order to 

achieve these results, the major BH loop and a sufficient set of first order return curves need to 

be determined for the desired material. 

The second curve prediction method is to use a statistical models developed by Preisach 

[43] and applied to the magnetic hysteresis curve [44]. The method utilizes a weight function that 

models material characteristics. This model has limitations in modeling minor loops and is more 
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of a static representation. The weighting function can also be viewed as a limitation as it requires 

several empirically developed material parameters. 

In [45], the simple wave shape hysteresis loops are created by expanding the typical loss 

separation equations. The basic concept for the loss separation for which the loop generation 

equations are derived by is shown below in (2.28), (2.29), and (2.30). In the improved equations, 

Ph = Ph(f) that expands with frequency, f. The classical and excess loss components are 

expanded as shown in (2.31) and (2.32). With these three loss components, and the instantaneous 

state of the excitation waveform, the authors show an accurate BH loop representation of basic 

wave shapes. In (2.31), n is the number odd harmonics plus one and d is the material thickness 

with conductivity of σ. In (2.32), G is a material coefficient with a cross sectional area S. Vo is 

the statistical distribution of local coercive fields. 

(2.28) 𝑃ℎ𝑦𝑠𝑡𝑒𝑟𝑖𝑠𝑖𝑠 ∝ |
𝑑𝐵

𝑑𝑡

̅̅̅
| (2.29) 𝑃𝑐𝑙𝑎𝑠𝑖𝑐𝑎𝑙 ∝

𝑑𝐵

𝑑𝑡

̅̅̅2

 

(2.30) 𝑃𝑒𝑥𝑐𝑒𝑠𝑠 ∝
𝑑𝐵

𝑑𝑡

̅̅̅
3

2
 

(2.31)

 𝑃𝑐𝑙𝑎𝑠𝑖𝑐𝑎𝑙 =
𝜎𝑑2

12

1

𝑇
∫ �̇�2𝑇

0
𝑑𝑡 =

𝜎𝜋2𝑓2𝑑2

6
∑𝑛2𝐵𝑛

2 

(2.32) 𝑃𝑒𝑥𝑐𝑒𝑠𝑠 =
√𝜎𝐺𝑉𝑜𝑆

𝑇
∫ |�̇�|

3

2𝑑𝑡
𝑇

0
 

There does exist work that attempts to describe physical impacts on the loss separation 

models. Fish provides an extensive overview of the engineers’ approach to core loss [34]. In this 

publication the core loss is shown as the separation of hysteresis, eddy current and excess eddy 

current losses. It also describes many different manufacturing processes, pointing to possible 

physical explanations for this loss model. Fish also describes how the magnetic domains are 

influenced by the material development and how these domains contribute to the overall loss.  
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The authors of [46] approach the BH loop modelling in a different manner. Instead of 

developing the hysteresis loop based on separation of losses, the authors directly determine the 

position on the horizontal axis with (2.33) based on an applied voltage, dB(t)/dt. Here Hh(B) 

represents the static hysteresis component which is measured at very low frequencies. δ is a 

directional term used to ensure proper ascending and descending behavior of induction. g(B) 

controls shape of the loop. 

(2.33) 𝐻(𝑡) = 𝐻ℎ(𝐵) + 𝛿 [𝛿𝑔(𝐵𝛿) 
𝑑𝐵(𝑡)

𝑑𝑡
]

1

𝛼
 

The function, g(B), is a viscosity function that is likely unique for each material. This 

concurs with other works which use similar equation modifying functions to describe the 

statistical distribution of activation energies and will be described further in the Magnetic 

viscosity section. Similarly, both peak and instantaneous induction levels influence the value and 

behavior of g(B).  

Finally, a sinusoid with third harmonic is studied in depth in [47]. This study is of import 

because of the similarity excitation wave shape progression. That is, the applied voltage dips to a 

lower amplitude value after a peak. This is very similar to the effective trapezoidal current 

excitation voltage waveform in. The authors demonstrate that when the third harmonic 

component is displaced by 180o the losses are a maximum.  

The reliance on many parameters limits the practical use of these models. Practitioners 

would be required to experimentally determine all these parameters as manufactures seldom if at 

all provide the parameters. The methods presented for developing hysteresis loops as well as 

those for predicting the magnetic core losses provide insight into the nature of the excitation 

phenomenon. While these methods vary in degree in physical origin, they have been shown to be 

reasonably accurate for specific measured behavior.  
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2.6.3 Loss Map Curve Fitting  

As mentioned in the introduction, [32] presented an empirical equation that is derived 

from fitting the loss curves of a material. Generally, Steinmetz equation (2.25) is used to curve 

fit sinusoidal core loss profiles for a material. The coefficients k, α, and β are loss parameters 

while the sinusoidal wave is characterized by frequency, f, and peak induction level, B. The 

elegance of this approach is that there are only three principal parameters. Often times, 

manufacturers provide these constants in material datasheets further simplifying the use and 

broadening the adoption. Critically, (2.25) is only effective for sinusoidal remagnetization. 

Researches have expanded the equation and utilized more sophisticated relationships to expand 

this curve fit to other wave shapes and generalize the equation [48], [49]. Despite these works, 

DC excitation and trapezoidal excitation is problematic and requires more parameters. 

Furthermore, establishing this excitation is non-trivial and often requires additional circuits 

coupled to the core through auxiliary windings [50]. This section will discuss the extensions to 

(2.34), shown again below for convenience, for broadening the applicable waveforms. 

(2.34) 𝑃𝑣 = 𝑘𝑓𝛼𝐵𝛽 

Some core materials show a distinct change in the loss profile over the entire frequency 

range of the material. To account for this, [51] modifies k and β to be adaptive. Similarly, they 

show how a multi-order polynomial term to account for temperature g(T). These new terms are 

shown below in updated Steinmetz equation (2.35). 

(2.35) 𝑃𝑣 = (𝑎𝑙𝑛(𝑓) + 𝑏)𝑓𝛼𝐵(𝑐𝑓+𝑑)𝑔(𝑇) 

In order to account for nonsinusoidal waveforms, [52] uses a Fourier expansion of the 

waveform and applies (2.25) to each term of the expansion. However, this approach is not 

mathematically appropriate for many materials. That is, as β > 2, for many materials, there is a 
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highly nonlinear relationship between induction and core loss. Superposition is only valid for 

linear systems and so this approach breaks down for many materials [53]. 

Another variation of (2.25) accounts for losses due to specific core geometries. This 

model is shown below in (2.36) where the new value C2 accounts for the impact of the geometry. 

C2 is dependent on the core cross section and material conductivity i.e., how the eddy currents 

are changed by the specific core structure. 

(2.36) 𝑃𝑡 = 𝑘𝑓𝛼𝐵𝛽 + 𝐶2𝑓2𝐵2 

The authors in [38] and [54], have shown some modifications of (2.25) that enables a 

designer to accurately account for arbitrary waveforms. This method will be explored in depth in 

the next section. 

2.6.3.1 The Modified Steinmetz Equation Approach 

It order to utilize the advantages of the Steinmetz equation of only three parameters, and 

widely published values [38] extended this fundamental equation to apply to arbitrary 

waveforms. [41] showed that the core losses are directly related to the global remagnetization 

rate, dM/dt which is proportional to the induction change rate, dB/dt. Therefore, the first step is 

to find the average induction change rate over an entire cycle (2.37). Were ΔB = Bmax – Bmin. This 

integral can be transformed to a time integral by multiplying the integrand by dt/dt (2.38). 

(2.37) �̇� =
1

Δ𝐵
∮

𝑑𝐵

𝑑𝑡
𝑑𝐵 (2.38) �̇� =

1

Δ𝐵
∫ (

𝑑𝐵

𝑑𝑡
)

2

𝑑𝑡
𝑇

0
 

There must now be a normalization that relates �̇� to the frequency of remagnetization, f. 

Durbaum showed that normalization factor is simply 2/ΔBπ2. This allows us to calculate an 

equivalent frequency of applied field as can be seen below in (2.39). This allows the calculation 

specific energy loss for each cycle (2.40), and total power loss per unit volume, (2.41), as the 
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waveform repeats at a frequency of 𝑓𝑟 =
1

𝑇𝑟
 and �̂� =

Δ𝐵

2
. The symbol feq does not take into 

consideration dc flux, it only considers the periodic excitation and modifies the arbitrary wave 

shape to that of a sinusoidal one through frequency modification. 

(2.39) 𝑓𝑒𝑞 =
2

Δ𝐵2𝜋2 ∫ (
𝑑𝐵

𝑑𝑡
)

2

𝑑𝑡
𝑇

0
 (2.40) 𝑤𝑣 = 𝑘𝑓𝑒𝑞

𝛼−1�̂�𝛽 

(2.41) 𝑝𝑣 = 𝑓𝑟𝑘𝑓𝑒𝑞
𝛼−1�̂�𝛽 

The advantage of this Modified Steinmetz Equation (2.41) (MSE)  calculation is that it 

fully describes the losses in the time domain for arbitrary induction wave shaves. Furthermore, it 

adds no additional parameters to the Classical Steinmetz Equation (2.25) (CSE) allowing for 

simple adoption. 

2.6.3.2 Excitation Shape Fitting 

While it is not clear that other authors have shown negative 
𝑑𝐼

𝑑𝑡
 during transitions between 

the application of two positive voltages, others have shown surprisingly high 
𝑑𝐼

𝑑𝑡
 during positive 

to negative transitions. In [55], the author attributed solely to core loss. The author relates the 

nearly vertical change in current to core loss by describing triangular current and square voltage 

peak to peak values with the on time, D, in (2.42). Is important to note that in (2.42), Ipp is the 

peak to peak current when the vertical slippage is removed. That is, Ipp = Imax – Imin – Ivert where 

Ivert is the amplitude of one vertical slip of current 

(2.42) 𝑃𝑐𝑜𝑟𝑒 = 𝐷(1 − 𝐷)2𝑉𝑝𝑝𝐼𝑝𝑝 + 𝐷2(1 − 𝐷)𝑉𝑝𝑝𝐼𝑝𝑝 = 𝐷(1 − 𝐷)𝑉𝑝𝑝𝐼𝑝𝑝 

The authors of [48] extend this idea with a variable parallel resistance similar to that of 

Figure 2.8 that is proportional the sinusoidal losses. This core loss is described by (2.43) where 

the ratio of triangular excitation to sinusoidal excitation is related to the duty cycle, D and a 

fitting factor γ. The authors show that (2.43) fits closer to the measured core losses than the 



34 

IGSE though they do not compare it to the twice improved generalized Steinmetz equation 

(I2GSE)  equations that considers relaxation effects as presented in [14].  

 
Figure 2.8: Pi Model of Transformer for Dual Active Bridges. 

(2.43) 
𝑃𝑡𝑟𝑖

𝑃𝑠𝑖𝑛
=

8

𝜋2 4𝐷(1 − 𝐷)𝛾+1 

The authors of [14] report similar current behavior but it is difficult to fully verify as the 

results presented to not clearly show this effect in the waveforms. This is because current is 

omitted while the hysteresis loop presented is qualitatively a similar shape. The authors suggest 

that magnetic relaxation is the likely cause for this phenomenon and will be discussed in more 

detail in the following sections. In [56], the authors identified that unexpected losses occur 

during voltage transitions. In particular, there are losses occurring when an applied voltage 

transitions to a zero applied voltage state. However, they do not provide an explanation nor 

justification for these measured losses. 

With others demonstrating similar 
𝑑𝐼

𝑑𝑡
 effects in their studies, it strengthens the argument 

the phenomenon experienced is indeed an artifact of the magnetic material. It is particularly 

striking now however due to the uniqueness of the excitation waveform the unexpected sign 

change in 
𝑑𝐼

𝑑𝑡
 without a corresponding sign change in the applied voltage. Where previous works 

have noticed the effect in positive to negative voltage transitions or positive to ‘zero’, in reality 

negative to conduction losses, transitions they could ostensibly argue that the wave shapes were 

not unexpected or at least fit within expected behavior and sensor inaccuracies. 

 
Z1

Zm

Z2

kV1V1
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The gross effects of the core under non-sinusoidal excitations did not go unnoticed 

however and work has been performed to model, predict and characterize the core loss. It should 

be logical then that advanced hysteresis prediction models would incorporate similar effects. 

A similar approach was presented by [56]. Here the excitation waveform is separated into 

various components. This is coined as the composite-waveform hypothesis. This is a more 

complex signal parsing method than a Fourier transformer which has been shown to produce 

inaccurate loss predictions. This hypothesis posits that the total losses of any pulse pattern can be 

broken into the sum of energy losses of component pulses. In order to achieve this mapping, 

square wave losses over wide frequency range were recorded. The total loss is taken as the 

composition of the energy losses as a function of applied voltage and on time. It is important to 

note that the authors present specific voltage waveforms of interest that would result in the 

excitation waveforms that are the subject of investigation. However, these drawings are not 

reflected in the recorded results and it appears to be merely a suggestion of the value of the 

approach without realizing the excitation.  

2.6.3.3 Generalizations of Steinmetz Equations 

It should be mentioned that there has been continued development on modifying 

parameters of Steinmetz Equations as was done to develop the MSE. Another equation has been 

developed by [49], the Generalized Steinmetz Equation (GSE) (2.44) and (2.45). The authors 

showed that for a sinusoidal flux with hth
 harmonic, the MSE underestimates the core loss by a 

factor hα-2. 

(2.44) �̅�𝑣 =
1

𝑇
∫ 𝑘1 |

𝑑𝐵

𝑑𝑡
|

𝛼
|𝐵(𝑡)|𝛽−𝛼𝑇

0
𝑑𝑡 

(2.45) 𝑘1 = 𝑘/(2𝜋𝛼−1 ∫ |cos(𝜃) |𝛼| sin(𝜃) |(𝛽−𝛼)𝑑𝜃)
2𝜋

0
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This model shows some error due to the fact that it relies on the instantaneous loss 

parameters as noted by B(t). Thus, the improved GSE (IGSE) was presented by [57] [58] that 

uses the peak to peak flux density, remaining consistent with CSE. The modifications proposed 

are shown below in (2.46) and (2.47). 

(2.46) �̅�𝑣 =
1

𝑇
∫ 𝑘1 |

𝑑𝐵

𝑑𝑡
|

𝛼

Δ𝐵𝛽−𝛼𝑇

0
𝑑𝑡 

(2.47) 𝑘1 = 𝑘/(2𝜋𝛼−1 ∫ | cos(𝜃)|𝛼 2(𝛽−𝛼) 𝑑𝜃)
2𝜋

0
 

The changes are subtle but B(t) is replaced with ΔB in (2.46) and |sin(θ)| is replaced with 

2 in (2.47). The work of [58] does require separation of major and minor loops of flux but it 

predicts core losses very well. A simplification of the use of Steinmetz for triangular induction is 

the waveform-coefficient Steinmetz equation method [59]. There, the losses for different 

waveforms are shown to be a scalar of sinusoidal losses. However, this only works for a very 

limited set of excitation patterns. 

The iGSE predicts losses independent of any DC bias. As such work by [50] has shown 

an approach to account for DC Premagnetization. These authors introduce the concept of a 

Steinmetz Premagnetization Graph (SPG). The SPG provides a curve fit for the variation of 

Steinmetz parameters based on the DC field strength HDC and temperature. 

Research continues to develop and improve upon the CSE in different ways. In [60], the 

latest in Steinmetz models is coupled with hysteresis curve predictions of the previous section as 

an example. However, there has yet to be a monolithic solution to predicting core losses for 

arbitrary conditions. However, many approaches are available to satisfy a subset of conditions 

that would be useful for design. 

A common and important topology that subjects the magnetic materials to trapezoidal 

excitation is the dual active bridge (DAB) [61]. This topology combines the energy storage with 
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isolation in a medium frequency (MF) transformer. This circuit provides significant capabilities 

and meets the needs of many application spaces. As such, it has been the subject of many 

researches work to optimize and improve circuit performance [62], [63]. One readily used 

technique is to adjust the converter switching pattern which increases the MF transformer 

applied voltage from the traditional two to three levels [64], [65]. This exaggerates the 

trapezoidal nature of the exciting waveform.  

The authors of [66], [67] proposed and demonstrated the benefits of a deliberately 

designed inductor that is in addition to and in series with the MF transformer. This enables 

researches to design a finely tuned inductive storage element without being beholden to the MF 

transformer leakage inductance. This improves the control stability and enables an increased 

operating range. In a similar approach, the researchers of [68] use an auxiliary transformer as a 

controllable inductance in series with the MF transformer. In both of these cases, the exciting 

flux of the magnetic elements is trapezoidal. 

Another contributing factor to the prevalence of trapezoidal excitation in the magnetic 

material is when the MF transformer has a leakage inductance mismatch. This occurs when there 

is a large turns ratio and the normalized inductance is unevenly distributed [69]. One example of 

this situation is in electric vehicles where battery voltages are stepped up to drive voltages. The 

three port DAB utilizes multiply sloped trapezoidal excitation over most operating conditions 

[13]. Other topologies subject magnetic components to trapezoidal excitation as well including 

the flyback converter and brushless DC motors [70], [71]. 

Due to the fact that the aforementioned loss prediction models scale loss maps of 

excitations other than the trapezoidal case, these core loss models are inadequate for fully 

understanding or representing the magnetic core losses in the active bridge topology. In order to 
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determine and predict the specific losses in a DAB the authors of [72] designed a dual active 

bridge with a shared DC bus. This allowed the determination of the total system losses. While 

this method provides an accurate transformer excitation, it is difficult to isolate the losses of the 

transformer from the other circuit components. Furthermore, a full control suite is also needed to 

ensure that the transformer excitation is balanced during transients. Parasitic elements such as 

common mode capacitance can also play a role in obscuring meaningful data. Most importantly, 

this method is only applicable to the desired transformer and is difficult to scale. 

With all of the applications that experience trapezoidal excitation of the magnetic 

components, it is critical that materials be well defined and understood for this specific 

waveform. The full section will demonstrate a new electrical testing topology. It will expand 

upon the preliminary results to provide a meaningful characterization and comparison of 

materials. The full section will put the results in the context of existing material performance 

metrics and enable insight and further work on new design approaches and optimization 

techniques. 

2.7 Material Classifications and Comparison 

While it is fairly elementary and a basic component of many textbooks on the topic, it is 

useful to provide a basic overview of the classifications of magnetic materials. Following the 

definitions provided in [73]. Ferromagnetic materials are materials where the magnetic moment 

of adjacent atoms is aligned for additive fields. This alignment allows the magnetic flux to be 

linked to externally applied fields. In antiferromagnetic, the magnetic moments oppose each 

other and cannot link to the externally applied fields. However, if the spacing between atoms is 

increased, through alloying, antiferromagnetic can align in a ferromagnetic configuration. 

Similarly, combining materials with magnetic moments with varying degrees of alignment or 
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misalignment can be used to create weakly ferromagnetic or ferromagnetic materials. Three of 

the most fundamental ferromagnetic materials, often alloyed for various changes to properties, 

are iron, cobalt and nickel whose saturation inductions are 2.2, 1.8 and 0.64 respectively. If a 

ferromagnetic material is cable of changing its magnetization vector easily, it is said to be a soft 

magnetic material and is useful for power converter applications. A hard or permanent magnetic 

material is also useful but seen more in motor and generator designs.  

Among soft magnetic materials, isotropic materials exhibit similar properties in all 

material directions. Examples of these materials are ferrites and powder cores. Anisotropic 

materials have different properties along different axis. For instance, the magnetization vector 

can change with little resistance along the easy axis while the hard axis requires significantly 

more excitation to cause vector changes. Anisotropic materials are often metallic crystals that are 

cast into thin ribbons or laminations. These are then rolled or stacked to build up a bulk core. 

There are a wide range of properties and lamination chemistries from relatively simple iron to 

more complex metal amorphous nanocomposites (MANC). [74] provides significant information 

many materials as well as general information tables. Other details or material specific 

parameters are often only found in production literature.  

With so many different materials it is often difficult to determine the best options for a 

given application. Table 2.1 and Table 2.2 show several properties as well as selected loss 

measurements for several properties. An Ashby chart, [75], is often useful to two parameters of 

several or groups of materials as was done in [76]. However, it is difficult to compare multiple 

parameters simultaneous. This requires several traditional charts or complicated tables where it is 

difficult to quickly identify potential material candidates. 
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Table 2.1: Example Magnetic Materials: Basic Properties Part A. 
Material ID Material Type μr BSat (T) Lamination 

Thickness (in) 

Density 

(kg/ m3) 

Resistivity 

(Ωm) 

Permittivity 

(εr) 

Finemet Uncut FT-3TL Nano-Crystalline 20000 1.23 0.0007 7300 0.0000012 1 

JFE 6.5% Si 10JNHF600 Electrical Steel 4,000 1.88 0.0040 7,530 8.20E-07 1.0 

CA Not-Impregnated ARPA-E HTX012B 80,000 1.20 0.0008 7,600 1.10E-06 1.0 

Metglas - 2605SA3 Amorphous 35000 1.41 0.001 7290 0.00000138 1 

Ferrox-Cube - 3C95 Ceramic Ferrite 5,000 0.53 0 4,800 5.00 20.0 

Fair-Rite - 73 Ceramic Ferrite 2,500 0.39 0 4,800 1.00 20.0 

Table 2.2: Example Magnetic Materials: Basic Properties Part B.  
Material ID TCurie 

(°C) 

Thermal Conductivity 

(w/(mK) 

PLoss 1 kHz 

(w/kg) 

PLoss 10 kHz 

(w/kg) 

PLoss 20 kHz 

(w/kg) 

PLoss 50 kHz 

(w/kg) 

PLoss 100 kHz 

(w/kg) 

FT-3TL 570 8.15 0.04 2.25 7.55 37.27 124.76 

10JNHF600 746 18.0 7.4 198.2 533.4 1973.9 5311.4 

CA  600 8.2 0.10 4.9 15.7 73.2 234.3 

2605SA3 358 9 0.60290117 21.39174074 62.63868327 259.2087354 759.0076035 

3C95 215 3.6 0.05 6.2 26.0 175.0 739.4 

73 160 3.6 0.03 1.85 6.44 33.5 116.8 

A different method is needed for more sophisticated screening of materials. An option is 

the spider chart. Figure 2.9 shows a spider chart comparing all of the values of Table 2.1 and 

Table 2.2 normalized for better performance e.g. highest Bsat and lowest loss etc. As can be seen, 

clear trends between groups of materials emerge. Similarly, unique design options become 

apparent. For instance, the losses of the Finemet nanocrystalline material are similar to the Fair-

Rite ferrite material. However, the nanocrystalline has a higher flux density and relative 

permeability. This opens new design flexibilities for full converter system optimization as the 

two materials perform best at significantly different fundamental frequencies. 

What is not shown in this example graphic is the option to do weighted parameter 

comparison. Aerospace applications may prioritize designs using light materials while 

commercial manufactures would design for lower costs. Once an application’s weights are 

applied designers can compare many materials simultaneously. A material’s enclosed area 

provides a useful metric that can be used to evaluate a material holistically. 
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Figure 2.9: Spider Chart Normalized Multiparameter Comparison of Soft Magnetic Materials. 

2.8 Conclusion and Future Work 

Magnetization process and physics were reviewed in this chapter. While physics can 

accurately describe the magnetization behavior small, a few crystals in size, scale specimens, 

these models break down at practical engineering scales, a few kg. A brief overview explored 

how these phenomena have been used to inspire analytical models and prediction tools for bulk 

materials. These models have many limitations and are limited to a few specific applications. As 

such, engineers have tried to provide abstracted models that describe fitting functions to 

observed behavior. Finally, a method for screening materials using a spider chart was shown. 

This charting method allows the direct comparison of several materials and material parameters 

simultaneously. 

More work is needed to better integrate physical behavior with modelling and behavior 

fitting techniques. This requires more advanced characterization testing and systems as presented 

in CHAPTER 3:. New screening techniques and improved material data will enable more 

informed design decisions. This proposed screening method will enable more advanced 

application solutions as shown in CHAPTER 6:. 
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CHAPTER 3: CORE CHARACTERIZATION TECHNIQUES 

3.1 Motivation 

This chapter will present existing techniques and limitations of characterizing magnetic 

materials at high power. It will introduce new solutions to overcome these limitations. It will also 

demonstrate the multiple variables that need to be considered when characterizing materials. 

This is essential for the magnetic design as this chapter will show many parameter deviations 

from general datasheet values. This will enable more informed designs that meet expectations 

during operation. This is particularly critical for designs in the medium frequency range as 

preferred materials, like nanocrystalline or amorphous, demonstrate anisotropy and nonlinear 

behavior. 

3.2 Measurement Circuitry 

In order to characterize magnetic material at practical levels, a test circuit is needed to 

excite the core. The excitation drive converts the DC power into the desired excitation 

waveform. In order to focus on the high power medium frequency application domain, Silicon 

Carbide WBG mosfets are used in an H-bridge topology as seen in Figure 3.1. The core under 

test is connected to the two legs of the converter to enable bipolar excitation. As can be seen in 

Figure 3.1, the primary current and the secondary voltage are measured for analysis. The primary 

voltage can also be measured but is not used for characterizing the core material due to the loss 

artifacts that appear in the waveform. 

In many power electronics applications, the exciting current is triangular in shape. This is 

due to the square wave voltages applied to the magnetic components. Figure 3.2, below, shows 

two examples of applied waveforms that the magnetic testbed is capable of producing. In the two 

figures, the switching frequency defines the period, T. In cold temperature, baseline tests, a 
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single excitation wave will be used. To study full operation of the magnetic material the exciting 

waveforms should be applied for a longer duration. An additional aspect of this longer test is 

blanking time between excitation waves. Figure 3.2, left, shows more traditional excitation 

waveforms where the flux wave is continuous and bipolar while the right waveform can be used 

to explore modern advanced excitation waveforms specifically used in dual active bridge 

topologies [62], [64], [77], and [78]. 

The primary core parameters of core loss, excitation power and relative permeability are 

easily extracted by measuring the primary current and the open circuit secondary voltage. The 

magnetizing force and the flux density are calculated from (3.1) and (3.2) respectively. The 

primary current is scaled by the primary turns, Np and magnetic path length lm to determine 

magnetizing force, H. The induction is calculated by integrating the recorded secondary voltage 

in post processing and scaling by the secondary turns Ns and core cross sectional area Ac. 

Using (3.1) and (3.2), the relative permeability is calculated as the ratio between the two 

when the magnetizing force is at its maximum, (3.3). For this test, the BH curve was constructed 

directly from measurements. That is, the primary current was used to determine H and the 

secondary voltage was measured for B as seen in (3.1) and (3.2) respectively. These 

measurements were recorded through an oscilloscope and post-processed in a Matlab script to 

perform the calculations and remove DC bias in the measurements. By plotting (3.1) and (3.2) on 

an XY graph and taking the area enclosed the power loss is measured as shown in (3.4). 

Because the load is predominately inductive, the converter operates in zero voltage 

switching mode [62]. This allows for effective driving of the circuit in the hundreds of kilohertz 

where 500 kHz operation has been confirmed for this particular system. With such a high 

switching frequency, it is easy to generate a variety of waveforms. A simple LC low pass filter 
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can be used to create sinusoidal excitation while triangular excitation is trivial. This means that 

the converter can generate the specific waveform that the magnetic core would see in the actual 

WBG converter. 

The magnetic material test bed is a flexible platform that enables the testing of magnetic 

materials for multiple environmental and application specific parameters. The harness is 

designed to isolate the core and allow the study of physical stresses that would be present in a 

practical system. The power converter and supply provide the necessary excitation energy and 

excitation waveform creation to study the specifics that different high power, medium frequency 

wide bandgap power converters would use. In order to show the efficacy of the test bed, several 

basic tests will be demonstrated with analysis of the core losses using the above functions and 

losses using the modified Steinmetz equation. 

(3.1) 𝐻(𝑡) =
𝑁𝑝𝑖(𝑡)

𝑙𝑒
 (3.2) 𝐵(𝑡) =

1

𝑁𝑠𝐴𝑒
∫ 𝑣(𝑡)𝑑𝑡

𝑇

0
 

(3.3)  𝜇𝑟 =
𝐵(𝑡)

𝜇0𝐻(𝑡)
|

𝐻𝑚𝑎𝑥

 (3.4) 
𝑃

𝑉𝑐
= 𝑓 ∮ 𝐻𝑑𝐵 

DC
+
_VP

+
_VS

IP

 
Figure 3.1: Circuit Topology of Basic Magnetic Core Test Bed. 
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3.2.1 Triangular Flux Injection  

In this test, the CSE and MSE are compared to the measured core loss for triangular flux. 

A square voltage is applied to the primary coil, resulting in triangular current. The circuit for this 

test is shown in Figure 3.1. VDC is controlled with a DC power supply and a DSP is used to 

control the PWM pulses to the CUT. 

In Figure 3.2, below, a traditional excitation waveform is shown on the left and a semi 

discontinuous waveform is shown on the right where the applied voltage is dashed, and the 

current is solid. For these experiments, T is a test period and is 50μs. The value n is an integer 

incremented from 1 to 9. This provides switching pattern with a frequency that ranges from 2kHz 

to 20kHz with an initial 20kHz pulse.  
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Figure 3.2: Excitation Waveform Template Continuous (Left) and Discontinuous (Right)  

Solid = Exciting Current, Dash = Applied Voltage. 

For calculating the losses using the MSE, this pulse pattern can be separated into 

piecewise linear components making the integration simpler. Following this procedure, the 

equivalent frequency used in (2.41) leads to the new power loss calculation of (3.5). 

(3.5) 𝑝 =
𝑘

𝑛𝑇
(

2

𝜋2

4

𝑇
)

𝛼−1

�̂�𝛽 

While Figure 3.2 was the intended pulse pattern, the actual applied voltage had some 

resonant ringing and additional spikes. This can be seen in the scope capture bellow in Figure 

3.3. These differences can be attributed to of the resonance of the transformer, the impact of 

deadband and the conduction of freewheeling diodes leading to unbalanced volt-seconds. 
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Figure 3.3: CUT Excitation Demonstrating Nonidealities. 

Ch1: VDrive, Ch2: VSense, Ch 3: IDrive Alt, Ch 4: IDrive. 

3.2.2 DC Premagnetization  

Another important characteristic that can influence the core loss is a DC bias. As seen in 

Figure 2.5 and Figure 2.6and numerous other applications, DC bias is ubiquitous in the 

magnetics of power converters and electric machines. While many applications require this bias, 

very few manufacturers provide details of the materials behavior in these conditions. Reinert 

showed that modification of k in the MSE can account for DC flux as in (3.6) [38]. 

(3.6) 𝑘𝑛𝑒𝑤 = 𝑘 (1 + 𝑘𝐷𝐶𝐵𝐷𝐶𝑒
−𝐵𝐴𝐶
𝑘𝐴𝐶 ) 

The test circuit shown in Figure 3.4 was used to subject the CUT to a controlled ac flux 

on the primary winding. The tertiary winding was connected to a DC power supply operating in 

current control mode. The same procedure used in V.C was used to calculate the core loss in the 

transformer.  
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VDC

VAC

IDC

A

Vs V

NDC

NP NS
IAC

A

CUT  
Figure 3.4: Circuit for DC Premagnetization Test. 

An example of the injected waveforms is shown in Figure 3.5. Hear IAC was recorded 

using the Pearson 6600. IDC was measured with the Tektronix 202A. And the primary and 

secondary voltages were measured with the same TPP0200 probes. 

 
Figure 3.5: Sinusoidal Core Excitation with DC Premagnetization. 

Ch1: VDrive, Ch2: Vsense, Ch3: IDrive, Ch4: IDC. 

In order to calculate the DC flux, the following (3.7) was used. This is acceptable because 

the inductance factor, ALDC, does not vary greatly with the levels of DC current used for this test 

[79]. BAC was maintained at 0.17 Tesla. 

(3.7) 𝐵𝐷𝐶 =
𝑁𝐷𝐶𝐴𝐿𝐷𝐶𝐼𝐷𝐶

𝐴𝑐
 

The measured core loss and predicted core loss using CSE and MSE are shown below in 

the left of Figure 3.6 and the error between the measured and calculated values is presented on 

the right.  
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Through curve fitting, the good values for kDC and kAC were found to be 32 and 5 

respectively. Again, the advantage of the MSE over the CSE method is clear. The MSE is able to 

accommodate DC flux injection for predicting core losses with much higher accuracy than the 

CSE. 

  
Figure 3.6: Comparison of Loss Calculations to Measured Losses Of CUT with DC 

Premagnetization (Left) and Loss Prediction Error for DC Premagnetization (Right). 

3.2.3 Duty Cycle Testing  

Through the investigation presented in this section, the basic advantages of the Modified 

Steinmetz Equation were shown. However, there is room to improve the test apparatus. Namely 

a closed loop testing platform that regulated the injection current and measured the output 

voltage could reduce measurement errors as well as make the post processing work easier. 

Similarly, a converter that could, in a controlled way, apply variable duty cycle excitation is 

needed. 

Temperature effects were neglected in this work. This is acceptable as the core 

temperature was measured periodically with a thermal camera. It was seen that the core 

temperature never rose above a few degrees but this is an important aspect of the loss 

measurements. Other work has used heating chambers to pre-heat the core material and maintain 

it at that specific temperature.  
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Another application of the MSE shown in [38] is calculating core losses for triangular 

flux with varying duty cycles. This would change the dB/dt for each of the three piece-wise 

linear components of B. An example of the changing duty cycle is shown by the dashed lines 

below in Figure 3.7.  
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Figure 3.7: Varying Duty Cycle Triangular Flux. 

This test would be particularly interesting and useful for validating the MSE as it predicts 

significantly different core losses from CSE as seen in Figure 3.7. However, it would require a 

special configuration of the circuit in Figure 3.1 where each leg of the H bridge has its own DC 

link and DC voltage controlled based on the duty cycle under test or similar. Importantly, two 

different voltages with different on durations would need to be applied to the core under test.  

 
Figure 3.8: Predicted Losses for Variable Duty Cycle Test. 
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3.2.4 Drawbacks to Traditional Testing Circuit 

Difficulty arises in generating the trapezoidal excitation for experimental validation of 

the aforementioned curve fitting based predictions. In the approach of [50], an auxiliary winding 

is coupled to the magnetic core under test enabling the injection from another converter. A 

system analysis of the DAB losses is made possible by connecting the two converters to the same 

DC bus thus transferring loss power through the MF transformer [72]. However, this approach 

does not provide a clear characterization of the magnetic materials. Furthermore, a full design is 

needed for meaningful study and thus results are limited in scalability and generalization. 

In the dual active bridge circuit, a standard H bridge circuit is used to apply square wave 

voltages to both sides of the medium frequency transformer. In the standard operation, both 

primary and secondary transformer voltages are 50% duty cycle. As mentioned previously 

alternative switching techniques utilize some amount of extended dead time as well to provide 

zero current and zero voltage switching operation. Power is controlled and transferred by varying 

the relative phase shift between the two square voltages. Figure 3.9 top shows the applied 

voltages to the MF transformer. This results in an induced flux that is proportional to the current 

into and out of the transformer, Figure 3.9 middle. The principal energy transfer is through the 

leakage inductance of the transformer. The voltage across this inductance is seen in Figure 3.9 

bottom.  
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Figure 3.9: Ideal DAB Waveforms. 

 Top = Applied Voltages, Middle = IDrive, Bottom = Effective VDrive. 

In order to test a particular transformer core material under for the stresses and 

waveforms seen in the dual active bridge, a single H bridge should intuitively satisfy the 

necessary voltage profile. However, the single H bridge fails to recreate the desired excitation 

profile because of the conduction path through the free-wheeling diodes and parasitic elements 

during zero voltage times. The traditional switching patter of a single H bridge is shown in 

Figure 3.10 and Figure 3.12. In Figure 3.10, we can see that the conduction path is, as desired, 

through two mosfets that are gated on. This would last for a duration necessary to realize phase 

shift time of the DAB.  

DC
+
_VPr

+
_

VSec

IPrime

 
Figure 3.10: H Bridge Conduction Path: Positive Applied Voltage. 

In the next two stages, the applied voltage is desired to be zero such that current remains 

constant and in the same direction, positive with respect to the ammeter in Figure 3.10 -Figure 
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3.11. In order to achieve this, first the bottom right switch is cut off for an amount of dead time. 

This causes the upper right freewheeling diode to conduct because there is not a path for current 

to flow otherwise. Then the upper right mosfets is gated on such that only the conducting 

resistance parasitic is in the circuit, Figure 3.11. 
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Figure 3.11: H Bridge Uncontrolled Voltage Conduction Paths: Free Wheeling Diode (Left) and 

Blanking Time (Right). 

If both mosfets are cut off, the conduction path is through the negative freewheeling 

diodes that would cause a reversal of polarity in voltage across the transformer under test, with a 

higher negative voltage than the normally applied positive voltage. This is especially true if the 

body diodes of the mosfets are used without a lower forward voltage drop anti-parallel diode. 

This is because during normal conduction, the on resistance voltage drop of the mosfets subtracts 

from the applied voltage by 2 times that of a single mosfet (3.8). During the zero voltage period, 

the forward voltage of the diode and the on resistance contribute to the voltage across the 

magnetic core under test in (3.9) and (3.10). Where VTX is the transformer voltage, VDC is the 

applied DC voltage, i(t) is the time varying current and Rcu is the conduction path resistance 

including the coil around the core under test. One method of minimizing Rcu is to use litz wire to 

establish this coil. Ron is the mosfet on resistance and Von is the forward voltage drop of the 

freewheeling diodes. The applied voltage during deadband is seen in (3.9). When phase shift 

gating is used, the ‘zero’ voltage period is in fact the voltage seen in (3.10). 
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(3.8) 𝑉𝑇𝑋 = 𝑉𝐷𝐶 − 𝑖(𝑡)(2𝑅𝑜𝑛 + 𝑅𝑐𝑢) 

(3.9) 𝑉𝑇𝑋 = 𝑉𝑜𝑛 − 𝑖(𝑡)𝑅𝑐𝑢 (3.10) 𝑉𝑇𝑋 = −𝑖(𝑡)(2𝑅𝑜𝑛 + 𝑅𝑐𝑢) 

This effect is demonstrated in both simulation and hardware. This is clearly evident at 

any excitation voltages as well. In Figure 3.12, left top, the desired excitation voltage is shown. 

Upon close inspection of the ‘zero’ voltage period, there is a non-zero voltage that does diminish 

corresponding to (3.9) and (3.10). This causes a collapse of the field, Figure 3.12, left bottom, in 

the transformer. It can lead to over inflated core loss measurements due to continued db/dt. The 

spurious voltage spiking can easily be seen as freewheeling operation when the applied voltage is 

compared to the mosfet gating signals, Figure 3.12, left middle.  

Hardware results confirm this undesired action as seen in the right of Figure 3.12. Here, 

the applied voltage was 100V and there is still a spurious spike leading to a high di/dt and high 

db/dt during the deadband. It is important to point out that the deadband period in these results is 

nearly enough to fully de-energize the transformer. For these results, the deadband time was 

increased for emphasis of effect. A shorter deadband would result in less dramatic of an effect. It 

is clear from both the simulation and experimental results that a new circuit topology is needed 

to provide the ttrapezoidal excitation present in practical dual active bridge converters. 
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Figure 3.12: Parasitic Effects On Single H Bridge Core Excitation Waveforms 

 Simulated Blanking Time (Left) and Measured Free Wheeling Diode (Right: Ch1 (Blue): VDrive, Ch2 

(Purple) Vsense, Ch3 (Gold): IDrive.) 

3.3 Extracting Steinmetz Parameters and Material Properties 

3.3.1 Nine Point Linear Method 

In order to test and optimally design for a particular core material, the original Steinmetz 

parameters need to be determined. When these values are not provided by the manufacturer but a 

table of loss data is provided obtained, (3.11) can fit the parameters. Pn, fn and Bn are data points 

for a single curve n. It is important to note that for the constants extracted, are valid for the 

specific excitation only, e.g. square, sinusoidal or trapezoidal. If the curve map is for sinusoidal 

induction, the extracted constants will only accurately predict the losses of other sinusoidal 

waveforms. The exception of course is the use of scaling techniques or modifications of the basic 

Steinmetz equation as mentioned in the previous chapter. If the loss map is for a different wave 

shape, it is not clear if the coefficients are scalable back to sinusoidal ones. 
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(3.11) [ 

ln (𝑃1)
ln (𝑃2)
ln (𝑃3)

] = [

1 ln(𝑓1) ln(𝐵1)

1 ln(𝑓2) ln(𝐵2)

1 ln(𝑓3) ln(𝐵3)
] [

ln(𝑘)
𝛼
𝛽

] 

As can be seen in Figure 3.13, curves were generated that fit manufacturer data points 

over a reasonable range. Figure 3.14 shows the error of calculation from the provided data. From 

this, there is a range of frequency and magnetic flux density that can be tested with reasonable 

confidence in matching losses with Steinmetz parameters. 

 
Figure 3.13: Manufacturer and Steinmetz Calculated Core Loss Curves for 10JNHF600. 

It was found that no single set of parameters adequately mapped the core loss profiles. 

This possibility is confirmed in [51]. Below, in Table 3.1, the calculated parameters for a 

particular frequency range are shown. Further work could create more parameters that better 

match the provided data over a wider range but this was outside the scope of this work. 
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Table 3.1: Steinmetz Parameters for JNHF Using Nine Point Method. 
Frequency Range k α β 

50Hz - 200Hz 36.1694 .9992 2.0035 

400Hz - 5kHz 42.7696 1.148 2.0258 

10kHz 16.8987 1.6 2.0 

20kHz – 50kHz 16.8987 1.58 2.01 

 
Figure 3.14: Error Between Calculated and Manufacturer Provided Data for 10JNHF600. 

A linear regression fit model was shown in [7], where multiple data points can be used. 

With the matrix that is defined by 1s and the log of flux density and frequency defined as A, the 

Steinmetz fit can be found using (3.12). 

(3.12) 𝑋 = (𝐴𝑇𝐴)−1𝐴𝑇ln (𝑃) 

3.3.2 Software Surface Fitting 

Another method of extracting coefficients is to use a surface fitting tools such as Matlab’s 

cftool function. This method allows users to seed a fit function with unknown constants. Matlab 

then uses best fit algorithms to determine the most accurate coefficients for the entire loss map. 

However, grouping over ranges of conditions would have to be performed manually by 

separating the surfaces.  



58 

 
Figure 3.15: Surface for Steinmetz Loss Fitting. 

Table 3.2: Steinmetz Coefficients from Surface Map 
Frequency Range (kHz) k α β 

10 – 100 16.16 1.629 2.2 

3.4 Other Parameters of Interest 

There are of course numerous other factors that can have an impact on the behavior of the 

magnetic core. A practical test bed would need to consider the impact of the following just to 

name a few, core cutting, core misalignment, permeability variability due to operating and 

environmental conditions, and mechanical stresses. Other parameters such as magnetostriction, 

resistivity and permittivity are of interest as well but beyond the scope of this work. For these 

parameters, it usual to map the interlinked behavior. Curve fitting can then be utilized as well for 

predictive modelling. This work will incorporate these various impacts for a holistic design 

approach. 

3.5 Minimizing Error 

One of the principal difficulties in this study is the multitude sources of error that can 

lead miscalculation of core loss. The relatively small component of core loss in the applied 

apparent power becomes increasingly problematic in low and medium permeability core 
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materials but can also impact measurements on high permeability materials. That is, the 

inductive component causes a significant amount of reactive power to be delivered by the 

exciting converter. This requires higher rated sensors which likely have less resolution. With 

small amounts of core loss, the exact measurements can get lost or become less apparent. This 

makes it difficult to generate accurate results and loss maps. 

3.5.1 Sensor Approaches to Minimizing Error 

It is important to discuss the issue of measuring current for magnetic core tests. As 

mentioned above, there are several current sensor options. However, because the phase between 

voltage and current distinguishes between magnetizing reactive power and core loss power, 

careful selection of the sensor is needed. In [38], the authors used a low inductance resistive 

shunt and measured the voltage across it. This can be an effective solution to a small testing 

window at low power. However, as higher power tests are performed, the shunt options become 

less appealing. Rather, an induction based current sensor is preferred with a wide range. 

In order to accurately characterize a material, it is essential to identify and minimize non-

core variations. Specifically, measured core losses can be influenced by a variety of sources most 

notably measurement errors, and core harness induced losses. First we must understand that the 

error introduced by the current sensor is due to the delay of the current sensor. For any given 

signal, this error is shown below in (3.13) [80]. Here, δ is the actual angle of measurement while 

φ is the angle error introduced by a sensor delay and ETol is the maximum tolerance of the 

particular sensor. 

(3.13) 𝐸𝑇 = 100
cos(𝛿+𝜙)−cos(𝛿)

cos(𝛿)
 + 𝐸𝑇𝑜𝑙 

Given the frequency range and ΔB of test, transformer parameters and losses at those 

particular test points, a profile the current sensor errors can be developed. The values δ can be 
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determined from (3.14). Here the equivalent core resistance, Rc, and reactance, Xm, can be 

calculated by (3.15) and (3.16) respectively. In (3.15), Np is the number of primary turns, μ is the 

permeability, lm is mean magnetic path length and Ac is the core area. In (3.16), Ploss is found 

using the core loss curves. 

(3.14) 𝛿 = atan (
𝑅𝑐

𝑋𝑚
) (3.15) 𝑋𝑚 =

2𝜋𝑓𝑁𝑃
2𝜇𝑟𝜇𝑜𝐴𝑐

𝑙𝑚
 

(3.16) 𝑅𝑐 =
𝑉𝑟𝑚𝑠

2

𝑃_𝑙𝑜𝑠𝑠
=

(𝑁𝑝𝐴𝑐2𝜋𝑓(
Δ𝐵

2√2
))

2

𝑃𝑙𝑜𝑠𝑠
 

 
Figure 3.16: Maximum Error for Different Current Probes’ Delay and Tolerance 

 T is Tektronix and P is Pearson Brand Sensors. 

It is clear from Figure 3.16 that the Pearson current sensor is the best choice. With the 

Pearson 6600, the current measurement error is within ± 5%. However, if DC current is desired, 

an active probe such as the Tektronix would be required as the Pearson probes are passive. 

3.5.2 Circuit Based Techniques to Minimize Error 

In very low loss cores or cores of a very small volume, the sensor error may be 

irreconcilable. A very small delay in these tests would result in significant error. The authors of 

[55] presented a method to eliminate the magnetizing power of a core and thus only measure the 

real power losses. Instead of studying a single core material with one excitation winding and one 

sense winding, they explore two sets of windings on a core material and an air core. The two 
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excitation windings are connected in series and configured additively while the two series sense 

windings are configured to be subtractive. While this is quite effective for low permeability 

materials, the size of the air core cancelation transformer becomes prohibitively large with high 

permeability core materials.  

In [81], the author shows how to only partially cancel out the reactive power for 

improved sensitivity in the real power measurement. This approach requires multiple steps to 

determining core loss. Principally it uses the scope deskew to force a skewed measurement. The 

partial cancelation allows for a wider range of a testing window with the same reactive power 

reference. 

3.6 Preliminary Laboratory Setup 

To begin basic material characterization, a H bridge circuit was constructed, Figure 3.17. 

This circuit is good for baseline testing and general understanding. However, there are 

limitations and a new circuit is proposed to overcome these limitations. This new circuit is 

discussed in section 3.8. Custom transformer were assembled for characterization. The right of 

Figure 3.17shows an example of four 10JNHF600 I cores from JFE steel prepared for both 

triangular excitation and DC premagnetization characterization. These cores were bracketed in a 

fiberglass and steel rod frame. For material characterization, the primary and secondary turns are 

the same to ease analysis. The maximum number of turns is limited by the desired required 

voltage at the peak frequency and flux density set point  
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Figure 3.17: First Generation Experimental Test Bed (Left) and Example Material Characterization 

Setup (Right). 

It is important to note, that the coils where medium frequency power was applied were 

spread out to limit intertwining capacitance. An initial design had nice and compact windings 

that had a low leakage inductance but capacitance witch ended up causing resonant ringing 

during tests, making results very noisy and difficult to analyze. 

Table 3.3, below, describes example equipment used for a typical study. [38] was used as 

a reference to validate equipment and testing procedures. First, the core under test (CUT) is 

subjected to a triangular field as would be occur if a square voltage is applied to the CUT. The 

next test, applies a medium frequency sinusoid to the primary coil while DC is injected in a 

tertiary coil. 

Table 3.3: Test Equipment and Important Figures of Merit. 
Device Model Number  Tolerance Rise Time 

DC Source TDK 400-25 Gen   

Sinus AC Source Chroma 61602   

Triangular AC Source Custom SiC H Bridge Inverter   

Current Sensor Pearson 6600 ± 1% 5ns 

Current Sensor Alt Tektronix 202A ± 1% <7ns 

Voltage Sensor Tektronix 0200  <2.3ns 

Oscilloscope  Tektronix MSO2024  2.1ns 

A voltage controlled DC power supply is needed to provide the core excitation power. 

For this test bed the Keysight 8937A 15kW DC supply was used. This power supply is able to 
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provide the necessary excitation power. The built in current limit functions also provide a level 

of safety during testing.  

One additional consideration for the DC supply is voltage stiffness. While the power 

supply may have sufficient power rating, and only loss power is being consumed, the voltage 

may dip during transitions. This is because the converter must supply both loss current and 

reactive current necessary to magnetize the core. Because this current is cyclic, it will not 

register in the DC power supplies current reading but it can cause voltage ripples. In order to 

improve the stiffness and illuminate the spurious ripple, an additional external capacitor bank 

was added to the output of the supply. This was a capacitance of 3.6 mF. At rated voltage of the 

converter, 1200V, this gives an inertia constant (3.17), of 0.17s. This is much greater than the 

0.0015s of the supply without the additional capacitance. 

(3.17) 𝐻 =
1

2
𝐶𝐷𝐶𝑉2 =

1

2
𝐿𝑚𝐼2 

3.7 New Core Testing Harness 

This section will describe the construction of a magnetic core harness that allows for 

material characterization with minimal error. The emphasis on characterizing materials suitable 

for medium frequency, high power converters. With the rapid availability of new magnetic 

materials and even more options in post-processing techniques such as field and strain annealing 

[82], full property maps of materials and final fabricated components are needed for proper 

system design. This is especially critical in modern wide bandgap power electronics based 

converters where medium switching frequencies are used to deliver high power. In these 

systems, the magnetic design has a significant impact in the overall losses. The magnetics 

constitute a majority of the losses and magnetic properties have a defining influence on the 

overall systems, e.g. available power flow and soft switching regions. A new lossless structural 
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harness that allows easy testing of cores and the development of property maps is presented. The 

harness also enables the testing of mechanical variations such as gapping and clamping pressure 

on the core. Next an example characterization for a Finement core with transverse annealing will 

be presented. 

The test bed consists of three primary entities. First, a harness is needed to enable an 

appropriate testing domain for the desired material. The harness should allow impact studies of 

additional environmental factors on the core behavior as well. The second component of the test 

bed is a DC power supply. This power supply is separate from any necessary control power and 

should have a sufficient power rating for the excitation energy. Finally, power electronics 

converter capable of producing the desired excitation waveform is needed. It is important to 

ensure that this converter has a sufficient power rating necessary to fully energize the core 

material under test over the extent of the testing domain. 

3.7.1 Core Harness 

The main purpose of the harness is to provide a platform for controlled and repeatable 

testing conditions for the magnetic core under test. Figure 3.18 is a photograph of such a core 

harness. There is no conductive material in the harness that is in contact or near the core in this 

harness. The loss errors this can introduce are discussed in the next section. The core is stabilized 

in both the vertical and horizontal axis. A slotted extruded aluminium superstructure is used to 

mount all fiberglass stabilizing brackets. 
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Figure 3.18: Magnetic Core Testbed Harness. 

The primary method of holding the core in place is the two horizontal pieces of red GPO3 

fiberglass angle. This angle is reinforced with fiberglass bar. GPO3 is preferred for core surface 

contact because of its superior electrical and temperature ratings of standard fiberglass [83]. With 

the higher rating, the test domain is expanded. The fiberglass angle is in contact with the core on 

its corner to maximize holding strength and minimize core surface coverage. This allows more 

core surface for natural thermal convection. 

Eight fiberglass screws are used for horizontal support. These stabilize and ensure proper 

cut core alignment. The screws are tapped and threaded into the white fiberglass bar seen in the 

center of Figure 3.18. ensuring holding pressure. These screws safeguard from shifting in the 

horizontal plane. Furthermore, they enable fine-tuned controlled of the cut pieces of magnetic 

core to ensure proper alignment. Once aligned, the screws prevent the effects that fringing fluxes 

would have in forcing the core to twist and break out of alignment. The top fiberglass bars have 

quick release handles enabling easy and rapid test core changes. These screws provide the 
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necessary horizontal position control while minimizing the core surface that is covered. This 

enables positioning without increased thermal penalties. 

Another feature of the harness is the ability to produce consistent and controlled 

mechanical clamping force on the core under test. There are two calibrated springs that provide 

the backing for the bottom vertical support angle. A screw clamp is used to apply compressive 

forces on the core. Then top vertical support is locked in place. The applied compression force is 

easy measured by determine the compression distance of the springs and using the known spring 

constant. The compressive force is distributed along the top and bottom of the core. Care must be 

taken that neither top nor bottom brackets deflect under high compressive forces as this will lead 

to non-uniform force distribution on the core. 

With the variability of support bracket location, the harness provides a flexible platform 

for a variety of magnetic material tests. There is ample space for various tests such as winding 

configuration, bobbin design and others. The core surface is exposed as much as possible to 

ensure good cooling either through forced air or natural convection. Vertical compression 

enables consistent mechanical studies and provides the flexibility of air gap testing. The 

presented harness provides the physical framework for producing accurate and repeatable 

material characterizations while controlling for numerous environmental parameters. 

3.7.2 Stray Eddy Losses in Harness 

One concern for core characterization is the error that can be introduced by stray eddy 

currents induced in the harness itself. As mentioned above, great care has been taken to ensure 

that nonconductive material is the only aspect of the harness in contact with the core. The 

aluminium super structure is present however and could be such a source of error. Below in 
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Figure 3.19, finite element analysis (FEA)  verifies that the aluminium frame is sufficiently far 

enough from stray flux lines. 

Figure 3.19shows the FEA results for the worst case leakage flux at low excitation levels. 

This occurs when the core has an air gap and the core is excited at high frequencies. Even in this 

extreme case no flux lines cross into the aluminium of the core harness so it does not contribute 

to inflated loss measurements.  

 
Figure 3.19: Medium frequency, Low Excitation Core Harness FEA. 

3.7.3 Material Characterization Example 

To demonstrate the effectiveness of this magnetic testbed an example characterization is 

presented below. This results show various parameters extracted from Finemet race track core as 

seen pictured in Figure 3.18. Table 3.4 below lists some of the physical parameters of the core 

provided by the manufacturer.  



68 

Table 3.4: Physical Properties of Test Core. 
Property Value Units 

Magnetic Length 28.0614 in 

Stacking Factor 0.78  

Effective Cross sectional Area 1.5223 in2 

Weight 11.657 lb. 

Annealing Transverse  

Inner Corner Radius 0.5 in 

45˚ Beveling Width 0.038 in 

Rated Core Loss 5.0 W/lb. at 20kHz 

It is clear from the above information provided by the manufacturer that only an 

incomplete picture is provided. As such the full parameter map should be determined using the 

proposed test bed. Baseline parameters will be determined using single cycles and allowing full 

core cool down. Steady state parameters will be investigated after the core has reached thermal 

steady state. 

3.7.3.1 Baseline Material Properties 

As mentioned above the baseline parameters are determined near room temperature. 

Three steps were taken to ensure that the core temperature did not vary significantly during 

testing. First, fans were used to provide forced air cooling. Second, the excitation was applied 

only for a short duration. Finally, the core temperature was measured using K type 

thermocouples at the air gap, a corner of the inner bend, at center of the primary winding and at 

the geometric center of the flux path on the face of the core. During the tests the temperature was 

held within 5˚ C and tests were halted if the core became hotter. 

Using (3.1), (3.2), (3.3), and (3.4) over a broad frequency and induction testing domain 

the property maps of Figure 3.20 and Figure 3.21 were developed. During testing, the supply 

voltage was adjusted to reach desired induction using (3.18) where k is the wave shape factor. 

Using the pulsing profile of Figure 3.2, this leads to k=1. 

(3.18) 𝑉𝐷𝐶 = 4𝑘𝑓𝐴𝑐𝑁𝑝𝐵𝑟𝑒𝑓 
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Figure 3.20: Core Loss and Excitation Energy at Room Temperature. 

With this loss profile it is easy to curve fit the losses into the Steinmetz form (2.25) 

through either the linear or the surface methods mentioned in the previous section. It is important 

to reiterate that the constants extracted, are valid for the specific excitation only, e.g. triangular, 

sinusoidal. While triangular losses are proportional to sinusoidal losses [59], this method of 

producing the constants does not allow direct scalability. The relative permeability is also 

calculated according to (3.3) and plotted against both flux density and excitation force over the 

test domain as seen below.  

 
Figure 3.21: Relative Permeability vs. Flux Density and Magnetizing Force at Room Temperature. 
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Finally, the core was tested at a 10 kHz excitation frequency for various air gap lengths. 

In Figure 3.22 below the measured core loss and excitation power are shown. Excitation power 

increased dramatically as expected due to the reduction in effect magnetizing inductance with the 

increased air gap. Interestingly, the core loss remained very close to non-gapped predicted values 

shown by the red trend line. This implies minimal impact from fringing flux or other air gap non-

idealities associated with the gap with respect to core loss. In other words, any penalty due to 

gapping is present once the core is cut and does not change with increasing gap. 

 
Figure 3.22: Core Loss, Magnetizing Power for Various Air Gaps at 10 kHz. 

Once the base line properties are established it is possible create the first iteration of 

design. However, a complete design would consider the steady state effects and not rely on 

parameters established in such an environmentally regulated test. 

3.7.3.2 Practical Material Properties 

A practical design will consider the thermal effects on core parameters. The results 

presented in this test are for a single excitation profile of 10 kHz and 0.6 Tesla flux density. The 
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system was allowed to run for 3 hours until thermal steady state was achieved. The excitation 

was then disable to naturally cool the core. There was no forced air convection for these tests. 

The thermal profile is shown below in Figure 3.23. Snapshots of the primary current and 

induced voltage were taken as consistent intervals during the test. The face temperature at the 

geometric center of the magnetic path was used for analysis. The Temperature at the gap was 

much higher but this was a local effect and therefore not indicative of the magnetic core 

temperature. A similar argument is made for the inner bend temperature which is cooler due to 

the increased surface area exposed to cooling. 

By repeating the analysis approach used in the baseline tests the thermal impact can also 

be studied Figure 3.24shows the loss and excitation with respect to temperature. Interestingly, 

the losses are weakly coupled to temperature variation. The total change in room temperature to 

the steady state was less than 6%. There is small decrease in losses due increased resistivity 

reducing eddy currents and associated losses however it is difficult to extract these effects as the 

loss variations are near the sensor tolerances. 

The exciting power increases dramatically however. This is due to the change in relative 

permeability caused by increasing temperatures. This is verified by comparing the BH hysteresis 

plots of the cold temperature and steady state temperature in Figure 3.25. Figure 3.26 shows the 

change of relative permeability as calculated over the entire thermal range. 
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Figure 3.23: Magnetic Core Temperature Over Time Profile. 

 

 
Figure 3.24: Core Loss and Exciting Power with Respect to Face Temperature. 
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Figure 3.25: BH Loops at Various Temperature. 

 
Figure 3.26: Temperature Induced Permeability Decay. 

The permeability decay in a practical application presents many design issues. If, as in 

many designs, the exciting coil covers an extensive region of the core a positive feedback look is 

created. That is, as the core heats up and permeability decays due to watt loss, the magnetizing 

inductance will drop. This will cause an increase in the reactive power delivered to the core and 

consequently increase the current through the coil. This causes an increase in the conduction 

losses with the square of current. The increased conduction losses can act as a heat source further 

increasing the core temperature. This results in further permeability decay, and can result in a 

thermal runaway situation. Careful design must be made to ensure there is enough cooling or 

thermal stability in the final design. 
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3.7.3.3 Mechanical Stress effects 

While all of the current tests have been made with consistent mechanical clamping force. 

Future work can incorporate a deflection map like that of the thermal change to allow engineers 

to extrapolate baseline parameters to their specific application. This can be achieved using the 

loaded springs of the harness. 

3.7.3.4 High Temperature Characterization 

A high temperature core harness prototype is shown below in Figure 3.27. This new 

harness leverages many of the operating principals of the previous design except only high 

temperature materials are used. The core is suspended using nonconductive ceramic tubes which 

can be finely tightened by adjusting nuts and set screws in the extruded aluminium. This harness 

also holds the magnetic device forward of the super structure to enable easier access to various 

core surfaces. As shown in the next chapter, this also reduces the potential effects of leakage 

flux. More suspension arms or ceramic plates can be added if the clamping pressure needs to be 

more evenly distributed than the three prong approach shown below. Importantly this harness 

can withstand very high temperatures that enable magnetic testing for extreme conditions. 
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Figure 3.27: High Temperature Core Harness Prototype. 

3.8 New Core Excitation Circuit 

3.8.1 Introduction 

Dual active bridges (DAB), proposed in [61], are a well-known and widely utilized 

converter topology, Figure 3.28, providing many benefits. As their popularity has increased, 

many researchers have worked to optimize different aspects of the circuit [62] and [63]. Further 

work has proposed advanced switching techniques that operate the DAB with three level 

voltages instead of the traditional two [64] and [65]. One of the key elements in the optimization 

of the DAB is the medium frequency transformer. In order to achieve the optimization, 

characterization of the transformer loss is paramount. 
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Figure 3.28: Typical Circuit of Dual Active Bridge. 

For control stability and increased operating range and frequency, an optional inductance 

may also be added in series with the medium frequency (HF) transformer [66] and [67]. In [68], 

an auxiliary transformer is added in series to provide a controllable inductance. These 

additionally inserted magnetic components will also experience trapezoidal excitation. If there is 

a mismatch in the leakage inductance in the HF transformer due to a large turn ratio, there is also 

a two slope trapezoid excitation [69]. The pronounced voltage mismatch leads to non-zero 

voltage when both ends of the DAB are supply voltage. This also occurs if there is a mismatch in 

the turns ratio and the voltage ratio. As an example, the connection of a battery bank of 24-48V 

and a DC bus off 380V has many solutions where the HF transformer turns ratio do not perfectly 

match the voltage ratio. 

Trapezoidal excitation in magnetic material is not exclusive to the standard DAB either. 

The three phase DAB has pronounced trapezoidal excitation over most design scenarios [13]. 

Other converters subject the magnetics to trapezoidal excitation e.g. DC motors and flyback 

converters [70] and [71]. 

As mentioned previously existing circuitry and approaches for characterizing magnetic is 

limited and insufficient for trapezoidal characterization. In order to overcome some of these 

limitations, a novel dual voltage source converter is presented. The operation of the circuit is 

described and a laboratory prototype is demonstrated. Finally, the implications for material 

behavior and performance as well as future tests are discussed.  
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3.8.2 Dual Voltage Source Converter 

In order to achieve the desired induction profile, high current must flow through the 

medium frequency transformer with low to zero voltage. This implies the need for a second, low 

voltage source converter connected to the transformer. The ramp of the induction profile is 

generated by a non-zero applied voltage. This means that the medium frequency transformer 

needs both a high voltage source and a low voltage source converter to generate the desired 

induction profile. Figure 3.29below shows such a parallel connection with the traditional voltage 

source converter on the left and the additional low voltage source converter on the right. In order 

to facilitate this parallel connection and prevent the high voltage excitation from flowing through 

the freewheeling diodes of the low voltage converter, reverse diodes are added to the low voltage 

converter connection.  
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Figure 3.29: New Dual Voltage Source Converter Topology. 

The transformer primary is connected to both converters and the secondary is left as an 

open circuit. This allows direct analysis of induction, B, and magnetizing force, H, as discuss 

previously in (3.1) and (3.2). Core loss, P, by core volume, Vc can then easily be calculated by 

(3.4). Permeability is a more complicated concept as the trapezoidal hysteresis curve has lossy 

discontinuities. This means that (3.3) is no longer a valid calculation of relative permeability. 

The trapezoidal characterization section will provide further insight into this topic. The core loss 
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is measured without the impact of any power flow through the transformer. All power loss 

measured is transformer core loss when the secondary voltage is used. 

This new excitation generating topology applies two voltage levels to an exciting coil, 

Figure 3.31. In order to apply the two levels, two drive circuits are connected in parallel. Two H 

bridges are utilized to introduce the desired excitation waveform where the high voltage H bridge 

is a standard topology and the low voltage H bridge has anti-series diodes. The proposed test 

circuit leverages the advantages of existing open secondary tests. In this way, only one coil is 

used to excite the magnetic material and the second coil is used to measure the induced voltage. 

This allows the continued use of equations (3.1) and (3.2) when analyzing magnetic core 

materials. The left H bridge applies high voltage and provides the high di/dt ramp of the desired 

exciting waveform. The right H bridge applies a lower voltage and can range from flat top, zero 

di/dt, to very close to the initial high di/dt. Careful gating enables continuous current conduction 

without the use of any freewheeling diodes. 

 
Figure 3.30: Dual Voltage Source Core Tester Laboratory Prototype 
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Figure 3.31: Ideal Trapezoidal Excitation. 

Dash = Voltage, Solid = Current. 

In order to verify the proposed topology, a 2 kVA test bed prototype was assembled in 

the lab, Figure 3.30. This circuit is connected with separate DC supplies. Cores were tested to 

verify the test circuit performance and capabilities. It is essential to determine the applied 

induction level in order to properly relate the results and meaningfully compare them to other 

loss maps. Following the same derivation procedure used to determine the sinusoidal (AC) 

induction level (3.19), the induction levels for both bipolar square, triangular (T) induction (3.20) 

and two level square, trapezoidal (TP) induction (3.21). The full section will provide graphics of 

the applied voltage waveforms with variable definitions. 

(3.19) 𝐵𝐴𝐶 =
√2

2𝜋𝐴𝑁𝑓
𝑉𝑟𝑚𝑠 (3.20) 𝐵𝑇 =

1

4𝐴𝑁𝑓
𝑉𝐷𝐶 

(3.21) 𝐵𝑇𝑃 =
1

2𝐴𝑁𝑓
(𝐷𝑉𝐻𝑖𝑔ℎ + (

1

2
− 𝐷) 𝑉𝐿𝑜𝑤) 

3.8.3 Switch Gating of Proposed Converter 

With the proposed dual topology, a new gating scheme is needed to achieve the desired 

induction profile. An arbitrary trapezoidal induction profile can be generated by understanding 

that the voltage sourced converter provides relatively high ramp to the induction profile shape 

and the low voltage source converter provides relatively low ramp to the profile. It is clear from 

the time derivative of induction that the two ramp rates are governed by the applied voltage to 

the transformer. For an example, the first half of a flat top trapezoid is generated first by 
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applying a positive voltage and then a zero voltage. Therefore, the voltage source converter is 

gated for a duration needed to achieve the desired peak induction as seen in (3.22). Then the low 

voltage source converter is gated on to provide a zero or low voltage current path. The applied 

voltage and corresponding gating signals is shown in Figure 3.32 top and Figure 3.32 middle 

respectively. Figure 3.32 bottom shows the resulting current excitation. 

(3.22) Δ𝑇 = 𝐵0 +
Δ𝐵𝑁𝑠𝐴𝑐

𝑉𝑇𝑥
 

This equation can be used for determining the on time at any point in the excitation. B0 is 

the induction level at the start of the time period. Ns is the number of turns and Ac is the core 

cross sectional area. VTx is the applied voltage level. 

3.8.4 Simulation Verification of Gating 

The new converter is studied using Plecs magnetics with switching components that 

include parasitic elements extracted from the datasheets. In Figure 3.32 it is clear that a near 

ideal flat trapezoidal induction achievable. In this simulation the results were achieved by 

matching the low voltage source voltage, VLow, to the parasitic voltage drop. Figure 3.32, right, 

shows an induction profile consistent with a DAB where the transformer turns ratio that does not 

match the voltage ratio. This was achieved with a low voltage level higher than the parasitic 

drop. This shows the flexibility of the converter to provide desired induction profiles. Table 3.5 

provides a description of the switch gating times as well as the voltage and current stress seen by 

each device. 
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Figure 3.32: Waveforms of Dual Voltage Source Core Tester. 

VLow Matching (Left) and VLow Greater Than (Right) the Parasitic Drop. 

In order to achieve the desired excitation shape the, the time the device is on and the 

delay after which it is energized is listed in Table 3.5. Based on the simulation, the voltage and 

current stresses are also shown below in Table 3.5. 

Table 3.5: Dual Voltage Source Converter Switch Timing and Stresses. 

Switch On Time On Delay Voltage Current 

S1, S4 ΔT 0 ½ VHigh IPk Ramp 1 

S2, S3 ΔT 180˚ ½ VHigh IPk Ramp 1 

S1’, S4’ ½ Tprd - ΔT ΔT ½ VLow IPk Ramp 1 

S2’, S3’ ½ Tprd - ΔT ΔT +180˚ ½ VLow IPk Ramp 2 

DReverse ½ Tprd - ΔT S’ Time ½ (VHigh – VLow)  IPk Ramp 2 

DBody TDeadband ½ Tprd ½ VHigh IPk Ramp 2 

DBody’ 0 Never ½ VLow 0 

 

3.8.5 Switching Progression for Trapezoidal Excitation 

In order to further clarify and explain the operation of the proposed converter, Figure 

3.33– Figure 3.37show the switching progression for a positive half cycle to the negative half 

cycle. In these figures, the dark path is used to highlight the operating components. That is, the 
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mosfets are gated on, the wires are conduction and the diodes are forward biased and conducting. 

The light components are specifically not conducting. 
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Figure 3.33: Positive High Voltage Applied to the CUT Through Mosfets S1 and S4. 
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Figure 3.34: Mosfets S1’ and S4’ are Pre-Gated On for Overlap Time. 

One unique aspect of the switching procedure in this dual topology is to prematurely gate 

on the low voltage mosfets for a desired overlap time, Figure 3.34. This will be explained further 

in the next section with hardware results. This pre-gating enables the transition of conducting 

exciting current from the high voltage converter to the low voltage converter with only the turn 

on delay of the reverse diodes. While the high voltage converter is on, the diodes are reverse 

biased and blocking any shoot through current between the two converters. Once the high 

voltage converter is gated off, the reverse diodes become forward biased and conduct, Figure 

3.35.  
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Figure 3.35: Low Voltage Excitation Through Mosfets and Reverse Diodes Conduction. 
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Once the desired induction level is achieved through the second ramp of current, negative 

excitation is needed. As such, it is ok that there is an applied negative voltage resulting from 

conduction through the freewheeling diodes as seen in Figure 3.36. However, this negative 

voltage is greater than the desired negative voltage (3.23) and should be minimized by gating on 

the proper mosfets, Figure 3.37.  

(3.23) 𝑉𝑇𝑋 =  −(𝑉𝐷𝐶 + 2𝑉𝑜𝑛) + 𝑖(𝑡)𝑅𝑐𝑢 
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Figure 3.36: Freewheeling Diodes Conduction: Positive to Negative Voltage Transition. 
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Figure 3.37: Negative High Voltage Applied to the Core Under Test Through Mosfets. 

It is clear from these circuit diagrams that desired excitation current can be applied to a 

magnetic core under test. This converter can apply two separate voltage levels while continuing 

to supply positive current within the positive half cycle of a desired waveform.  

3.8.6 Switching Noise Reduction 

In both presented waveforms and in all other recorded data, there is a negative di/dt 

during the high positive to low positive transition. This negative slope exists despite never 

applying negative voltage to the core under test. In order to verify that this is not a circuit 

artifact, the current contribution of the two separate converters is analyzed separately and added 
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together to determine the total current injection. Figure 3.38– Figure 3.40show the focus of this 

study. 

First, the mosfet gating on time of the low voltage converter is adjusted to study the 

impact of the switches transition. In Figure 3.38 where Ch. 1: Blue = Current into Exciting Coil, 

Ch. 2: Cyan = Primary Voltage, Ch. 3: Purple = Secondary Voltage, Ch. 4: Green = Low Side 

Current Ch. 3 and Ch. 4 are on the same vertical with no zero crossing, the low voltage mosfets 

are gated on immediately after the high voltage mosfets are gated off with no deadband. It is 

clear from the current contribution of the low voltage converter, Ch. 4, that this turn on time 

results in a significant resonant ringing of several MHz This results from the discharge of switch 

capacitances and the parasitic inductance of traces and conductors. With this much switching 

noise, the current injected into the core under test, Ch. 1, inherits some of this ringing which in 

turn shows on the measured secondary voltage, Ch 3. The applied voltage, Ch. 2 has some small 

ringing as well. It is important to note that the voltage is always positive and yet the current 

measured into the transformer has a negative di/dt period during the transition. 

 
Figure 3.38: Time Zoomed Positive Transition From 50V to 12.5V. 

 Ch. 1: Blue = Current into Exciting Coil, Ch. 2: Cyan = Primary Voltage, Ch. 3: Purple = Secondary 

Voltage, Ch. 4: Green = Low Side Current. 

As mentioned in the previous section, it is best to pre-gate the low voltage side mosfets. 

This negative deadband is shown below in Figure 3.39. Now the current contribution from both 

converters is measured summed to determine the exciting current. It is clear that a significant 



85 

reduction in switching ripple is achieved now that only the capacitance of the anti-series diodes 

must be discharged.  

Again, the exciting current shows a negative di/dt. The magnetizing inductance is 

calculated during the steady state positive voltage with positive di/dt period. Using this 

inductance and the negative di/dt measured in Figure 3.39 one would expect a negative voltage 

of 3.5 kV. 

 
Figure 3.39: Time Zoomed Positive Transition From 50V to 18V.  

Ch. 1: Blue =High Side Current, Ch. 2: Cyan = Primary Voltage, Ch. 3: Purple = Secondary Voltage, 

Ch. 4: Green = Low Side Current Math: Red = Current into Exciting Coil. 

In order to further reduce the switching noise, the mosfet switch speed was slowed down. 

This was achieved by increasing the gate resistance from 10 Ω to 25 Ω. It is clear from Figure 

3.40 below, that approach of slowing the mosfet gating time and applying specific overlap time 

does provide reduced ripple.  

In the construction of the prototype, emphasis was placed on constructing the circuit from 

a modified platform. As such, the design does not optimize for minimal parasitic inductances. 

Future iterations will bring this approach into the design to further reduce switching ripple. 

However, it is clear from the presented figures that the switching ripple primarily oscillates 

between the two converters. The impedance path of the core under test is much higher than the 

other converter. This switching ripple, while present, has little impact on the resulting magnetic 

core characterization. 
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Figure 3.40: Time Zoomed Positive Transition From 50V to 18V with Reduced Ringing. 

Where Ch. 1: Blue =High Side Current, Ch. 2: Cyan = Primary Voltage, Ch. 3: Purple = Secondary 

Voltage, Ch. 4: Green = Low Side Current Math: Red = Current into Exciting Coil. 

3.8.7 Confirmation of Magnetic Core Behavior 

With the unexpected behavior of opposite signed di/dt despite consistently signed applied 

voltage, it is important to verify that this phenomenon is in fact a magnetic core behavior and not 

a circuit error or induced behavior. First, an air core inductor is constructed and the new circuit 

applies the two level excitation. As can be seen below in Figure 3.41, when a lossless inductor is 

applied with the two level excitation the current slope follows the expected slope transition of an 

ideal inductor. Next, a high silicon steel core is inserted into the air core area to provide a lossy 

magnetic core to the inductor. Figure 3.42 shows the unexpected di/dt behavior. 

 
Figure 3.41: Air Core Inductor at Reference Excitation. 
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Figure 3.42: A Lossy Core Material at Reference Excitation. 

The overall level of current decreases because there is less reactive power going to the 

coil, the inductance has increased. However, the notching in the current that occurs between the 

current slope transitions is unexpected in a lossless inductor and can be attributed to core loss. 

 
Figure 3.43: Air Core Inductor at Reference Excitation and Lossy Core Scale. 

In order to verify there were no sensor errors, the lossy core is removed and the air core 

inductor current is reexamined at the zoomed in levels of the previous case, Figure 3.43. It is 

clear that the notching is no longer present, reaffirming that the notch is core loss. 

Further verification is seen in the hysteresis loops of the two inductors. The air core 

inductor is seen with zero enclosed area meaning that no energy was lost to transition around the 

loop, Figure 3.44. The lossy core inductor has enclosed area, Figure 3.44, right. The near vertical 

current transitions seen in Figure 3.42 translate to horizontal transitions in the lossy BH loop, 

giving the loop width and thus enclosed area. From this reasoning, it is clear that the losses of the 

core material appear in the excitation waveforms vertical jerks. 
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Figure 3.44: BH Loops for Dual Voltage Source Core Tester Verification  

Lossless Air Core BH Loop (Left) and Lossy Core BH Loop (Right). 

As mentioned previously, many authors work has focused on bringing loss fitting 

techniques, Steinmetz Equation, closer to the fundamental physics. Specifically, they have 

followed the idea that losses depend primarily on the time rate of change of flux density, dB/dt. 

With some simple substitution we can see that this equates to losses depending primarily on the 

applied voltage (3.24) and (3.25). 

(3.24) 𝑉 = −
𝑑𝜙

𝑑𝑡
 (3.25) 𝑉 =

𝜙

𝐴
 

However, as can be seen in the following figures, there is a dominate loss component 

when Voltage changes or losses depend heavily on d2B/dt2. This will expand the knowledge in 

origination of magnetic core losses and could lead to better modelling and prediction of losses. 

3.8.8 High Power, Low THD Sinusoidal Excitation 

On major advantage of the proposed topology is the near unlimited flexibility in parallel 

connection. Below, Figure 3.45, a configuration of three converters with the voltage evenly split 

among them is able to generate a six level sin like wave. In this configuration, the N converters 

generate a 2N level sin wave. The control gating is rudimentary at the moment and just based on 

comparison with a sin wave. One big advantage to this circuit is the elimination of deadband in 
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the gating signals. Since a different converter conducts the next level voltage and is protected 

with an anti-series diode, you do not have to have protection delaying the turn on of the power 

mosfets. This enables higher switching frequencies and smoother excitations at high power, 

Figure 3.46.  
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Figure 3.45: Three Level Sinusoidal Configuration. 
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Figure 3.46: Output Waveforms of Multilevel Voltage Source Core Tester.  

Top: Applied Voltage, Bottom Injected Current. 

3.8.9 High Power Dielectric Testing 

Generating the medium frequency sinusoid or any other arbitrary voltage waveform 

makes this converter ideal for dielectric testing. This converter is able to subject sample 

dielectrics to practical power levels and practical dv/dt that typical impedance or LCR meters 

cannot. A simple copper pressure plate harness was constructed in order to perform these types 

of tests Figure 3.47. A high power excitation, a 900V Square wave at 100 kHz was applied to 

several sample dielectrics Figure 3.48.These waveforms were then returned to collaborators for 

in depth material analysis. They found that there were significant differences between the 

dielectric properties after the power test that were not appearing with their low power test 

equipment. 
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Figure 3.47: Prototype Dielectric Testing Harness. 

 
Figure 3.48: High Power Dielectric Test Waveform. 

3.8.10  Alternative Uses of New Converter 

Another potential design using this converter is a monodirectional inverter. If the DC bus 

is very high and it is parsed with series capacitors, this converter topology could connect to each 

capcacitor to provide an output. Importantly it is not bi-directional but it could be a means to 

connecting to very high DC voltage as the switches would only need to withsand the capacitor 

divided voltage. Similarly, it could monodirectionally source mulitple isolated DC sources. This 

could be beneficial for applications such as PVs . Each string of PV would be connected to a DC 

terminal of this converter. Then, each terminal could manage the PV string mpp voltage 

independently. If there was partial shading of a string, it could still source power without forcing 

other strings to reduce voltage. 



92 

3.9 Trapezoidal Induction Study 

3.9.1 Analysis of Excitation Levels in Active Bridge Transformer 

The expectation is for the slope of the current to stay the same sign yet decrease 

following Ohms law for an inductor. However, as can be seen in Figure 3.42, there is a distinct 

change in current sign. From the electrical modelling perspective, current behaves less like the 

circuit shown in Figure 3.49, also known as the cantilever model. Importantly, the observed 

behavior cannot be recreated by the model with the loading resistor Rm is in series with the 

magnetizing inductance Lm. Only when Rm is in parallel does the resistor provide the high speed 

current change path when voltage changes.  

In order to better understand voltages seen in the dual active bridge MF transformer it is 

useful to investigate the pi model of the transformer, Figure 3.49. For this analysis, all 

impedances are reflected to the same side and normalized. The two voltages are ideally 

equivalent, i.e. the volts per turn are the same on either HF transformer port, k =1. If there is a 

voltage mismatch, then k≠1. There are two important periods of applied voltage when there is a 

phase shift and the voltages are opposite sign and when the phase shift is over and the voltages 

are the same sign. The resulting magnetizing voltage for the two periods is shown in  (3.26) and 

(3.27) respectively. 
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Figure 3.49: Pi Model of MF Transformer 



93 

(3.26) 𝑉𝑚−𝑃𝑆 =
−𝑘𝑍1𝑍𝑚+𝑍2𝑍𝑚

𝑍1𝑍𝑚+𝑍2𝑍𝑚+𝑍1𝑍2
𝑉1 (3.27) 𝑉𝑚−𝑁𝑆 =

𝑘𝑍1𝑍𝑚+𝑍2𝑍𝑚

𝑍1𝑍𝑚+𝑍2𝑍𝑚+𝑍1𝑍2
𝑉1 

This approach can also be used for studying the leakage path losses. However, it should 

be noted that the voltage necessary to emulate the leakage paths is the sum of V1 and kV1. It is 

evident from this analysis that under all but the most ideal situations the voltage applying to the 

magnetizing branch exhibits two levels during the half cycle. This is a more complex waveform 

that is achievable with the new testing circuit. 

3.9.2 Preliminary Trapezoidal Excitation Results 

A sample of the amorphous AMCC core tests is shown in Figure 3.50. In particular, the 

low voltage side is tuned to provide a flat top trapezoidal excitation. Parasitic capacitance 

between the exciting turns, the sensing turns, and with the core introduces some secondary 

voltage ringing during the voltage transitions. However, this ringing is not present in the applied 

primary voltage. Figure 3.50 right, shows the hysteresis loop that results from this excitation. 

A sample of the HTX core tests is shown in Figure 3.51. In these results, a large 

excitation difference between the two positive levels is shown. Furthermore, in these results the 

capability of providing two separate slopes of exciting current is shown. Again, some parasitic 

capacitances introduce voltage ringing on the measured secondary voltage. However, this ringing 

is not present on the applied primary voltage. Figure 3.51 right shows the hysteresis loop that 

results from the excitation and induction of Figure 3.51 left. The current slip that was evident in 

the first set of results is more pronounced in these with the higher transition range of applied 

voltage. This slip exists despite no application of negative voltage that would satisfy the negative 

di/dt. 

In all cases, Ch.1, blue, is the primary current energizing the exciting current and Ch.2, 

cyan, is the applied voltage. It is evident from these results that trapezoidal excitation is 
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achieved. Figure 3.50 shows the results for a representative amorphous material, AMCC excited 

at 10kHz. Figure 3.51 shows the results for a representative nanocrystalline material, HTX at 

50kHz. 

 

 
Figure 3.50: Flat Top Trapezoidal Excitation of AMCC Amorphous. 

Electrical Waveforms (Left) and Hysteresis Loop (Right). 

 

 
Figure 3.51: Dual Slope Excitation of HTX Nanocrystalline Core. 

Electrical Waveforms (Left) and Hysteresis Loop (Right). 
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Figure 3.52: Verification of –di/dt Despite All Positive Voltage. 

Electrical Waveforms (Left) and Hysteresis Loop (Right). 

3.9.3 Test Conditions 

One of the key issues in this type of testing is the phase discrepancy between the current 

sensor and the voltage sensor [80]. While the authors present useful calculations and methods to 

correct for this error more modern testing equipment can also be utilized. In this case, a Teledyne 

1 GHz, 12-bit, 4ch HDO 6000 oscilloscope is used. By using the DCS015 deskew kit, the phase 

difference between the active current probe, CP031A, and differential voltage probe, HVD3206, 

can be reduced to a few picoseconds. This significantly improves the accuracy of the testing with 

the limitations now being the probe accuracy itself. 

As mentioned before, a cobalt rich nanocrystalline core that is similar to Finemet was 

used for the test verification. The core is 0.49 kg and uncut in a race track geometry. Five turns 

were used to excite the core and ten turns were used for sensing the induction level. Both coils 

utilized 12 awg litz wire. While this is not critical, it ensured that the exciting coil had low losses 

and contributed little to no external heating to the core. In the same sense, a Hioki temperature 

logger was used measure multiple core locations’ temperature. This ensured that testing was 

repeated for the same thermal conditions with only 2°C variation allowed. Equations (3.20) and 

(3.21) were used to set the DC source voltages for a desired induction level. Due to parasitic 
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drops of the converter and exciting coil there is some discrepancy in the desired induction level 

and the actual measured level. However, this is accounted for in the analysis and the testing 

could be improved with updates to (3.20) and (3.21) that account for these drops in the applied 

voltage. 

3.9.4 Test Results 

The test procedure presented in this paper for the core is to subject it to three different 

types of excitation waveforms. The aforementioned characterization equations were used to, 

estimate the necessary applied voltage, analyze the resulting waveforms, and extract relevant 

parameters. Sinusoidal data was provided by Carnegie Melon through the use of a commercial 

core tester. First, the core was subjected to triangular excitation with square voltage. Next, 

trapezoidal excitation was explored in two variations. The second test subjected the core to a half 

period of half high voltage and half low voltage. The third test swept the high voltage on time 

from 5% to 25%, half of a half period. These tests are presented in the in the following three 

subsections. 

3.9.5 Baseline Triangular Excitation  

In this set of tests only the high voltage side converter was used. As such there was a 

deadband time when freewheeling diodes conducted. However, this period was short. There 

could be some advantages in also gating the low voltage side but this possibility has not been 

explored. The induction levels were swept between 0.1 T and 1T. Frequencies between 2.5 kHz 

and 50 kHz with that induction range were tested. An example of one of the tests in this set is 

shown in Figure 3.53. The resulting loss map and permeability map are shown in Figure 3.54 and 

Figure 3.55 respectively. 
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Figure 3.53: Triangular Excitation Waveforms. 

Measured Current and Induced Voltage (Top), Calculated Magnetizing Force and Induction Level 

(Bottom). 

 
Figure 3.54: Triangular Excitation Power Map. 

Core Loss (Top) and Excitation Power (Bottom). 
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Figure 3.55: Triangular Excitation Permeability Variation. 

w.r.t. Flux Density (Top) and Excitation Force (Bottom). 

3.9.6 Dual Slope, Quarter Duty Cycle 

In these tests the high voltage was applied for a quarter, half of the positive half period. 

The low voltage was held constant at 10V. This voltage was chosen to ensure that no ‘apparent’ 

negative voltage was applied during the low voltage on time. The high voltage was adjusted with 

this in mind to reach the desired induction level between 0.1 T and 1 T. The frequency was swept 

from 5 kHz to 50 kHz. Certain test points were not tested because it would require a high voltage 

setting lower than the low voltage. Again, an example of the waveforms is shown in Figure 3.56. 

The summary plots of power and permeability are shown in Figure 3.57 and Figure 3.58 

respectively.  
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Figure 3.56: Trapezoidal Excitation Waveforms. 

 Measured Current and Induced Voltage (Top), Calculated Magnetizing Force and Induction Level 

(Bottom). 

 
Figure 3.57: Trapezoidal Excitation Power Map.  

Core Loss (Top) and Excitation Power (Bottom). 

 
Figure 3.58: Trapezoidal Excitation Permeability Map.  

W.r.t. Flux Density (Top) and Excitation Force (Bottom). 



100 

3.9.7 Dual Slope, Duty Cycle Sweep 

The third set of tests explores variations in the on time of the high voltage. The on time 

was swept from 25% to 5% with a constant low voltage of 3V. The low voltage was chosen to 

provide as flat of a trapezoidal current as possible. This is representative of the phase shift 

voltage in an ideal DAB. These tests put strain on the converter, which in its second version has 

an undesirable amount of switching ripple. This noise caused issues in the gating circuitry and 

controller that limited the scope of testing. Here the frequency was swept from 15 kHz to 50 

kHz. An example waveform is shown in Figure 3.59 and the summary power and permeability 

maps are shown in Figure 3.60 and Figure 3.61. 

 
Figure 3.59: 20% Duty Cycle Excitation Waveform. 

 Measured Current and Induced Voltage (Top), Calculated Magnetizing Force and Induction Level 

(Bottom). 



101 

 
Figure 3.60: 20% Duty Cycle Power Map.  

Core Loss (Top) and Excitation Power (Bottom). 

 
Figure 3.61: 20% Duty Cycle Permeability Map. 

 W.r.t. Flux Density (Top) and Excitation Force (Bottom). 

3.9.8 Comparison of Excitations 

As demonstrated in the above loss maps, the excitation pattern has a significant impact on 

the effective performance of the core material. As such, it is important for engineers and 

designers to understand and predict these variations. One of the simplest methods for comparing 

the loss maps of a given excitation waveform is to use curve fitting to provide a representative 

equation for performance change behavior. Conveniently, the form of the Steinmetz equation, 

(2.25), can be used to represent the loss maps regardless of the excitation waveform. Table 3.6, 

shows the variations in Steinmetz’s constants where Matlab’s curve fit tool was used to fit the 

loss surface, and maintain a high R value. While this method is useful for comparison it has 

limitations in predictive utility as the fit parameters are only valid for the exact excitation pattern. 
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While generalized loss models can be more useful for predicting loss variations between 

excitation patterns, this approach provides the ability of direct comparison between record losses.  

Table 3.6: Waveform Dependent Fit Parameters Using Classic Steinmetz Equation. 
Mode K α β Mode 

Sin 0.4525 1.672 2.129 Sin 

Triangular 0.7685 1.474 2.181 Triangular 

Half Duty 0.4563 1.739 2.201 Half Duty 

Duty Sweep 0.5812 1.68 1.572 Duty Sweep 

Mode K α β Mode 

Similarly, the recorded loss data can be compared on the same plot. This is useful for 

understanding what penalties can be expected from different excitation patterns. An example 

comparison between triangular and trapezoidal excitation is shown in Figure 3.62. It is important 

to note insights that can be gleaned from this type of comparison, e.g. low frequency triangular 

and trapezoidal losses are nearly identical but higher frequency losses can have the same impact 

as increasing the frequency by 25% as in the case for 40 kHz excitation. This gives greater 

insight into the system design limitations and enables better and more generalized predictions. 

 
Figure 3.62: Excitation Dependent Core Loss Comparison Map.  

Triangular Excitation (Solid) and Dual Slope, Half Duty Cycle, Excitation (Dashed). 



103 

A third approach to better understanding the magnetic material’s response to excitation is 

a direct comparison of the hysteresis loops that the excitation pattern develops. As an example, 

the hysteresis loops for the excitation pattern shown in Figure 3.53and Figure 3.56 is compared 

in Figure 3.63. Alternatively, all three excitation patterns, triangular and trapezoidal not shown 

and Figure 3.59 of duty sweep, can be compared as in Figure 3.64. While this allows the three 

mode comparison, some of the finer details are lost due to the crowded graph area. What is clear, 

from both the loss map comparison and the hysteresis loop comparison, is the ‘apparent’ 

frequency increase due to waveform shape. This manifests in the increase in the coercive force, 

Hc, where the hysteresis loop crosses the X axis. The remnant flux density, Br may also be 

increasing, but where apparent and not obfuscated by the loop pattern, these effects seem less 

pronounced than the coercive force increase. 

 
Figure 3.63: 10 kHz, 0.6 T Hysteresis Loop Comparison. 

Triangular (Solid) and Dual Slope (Dashed) Waveforms. 
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Figure 3.64: 20 kHz, 0.6 T Hysteresis Loop Comparison. 

Triangular (Solid), Half Duty (Dashed), 20% Duty (Dotted). 

3.10  Conclusions and Future Work 

This section presented a magnetic material test bed that enables engineers and designers 

to evaluate materials over a wide range of operating and environmental parameters. This test bed 

is focused on the high power medium frequency domain space and utilizes wide bandgap 

mosfets to achieve practical power converter profiles. The need for this multi-parameter testing 

is confirmed by showing the parameter extraction and mapping for a metal amorphous 

nanocrystalline core. The data presented provides a more complete picture of the material than 

the information presented by the manufacturer. With this information, more optimal designs are 

achievable without the need for multiple iterations. 

An interesting phenomenon occurs during the transition from a high voltage to low 

voltage level of the same polarity. Despite no significant sign change in the applied voltage, 

there is still a negative di/dt. In order to verify that this is not an artifact of the converter and 

switching ripple, the low voltage level was increased to maintain no voltage sign change even 

with switching ripple. The negative di/dt is still present and must be a material property. This 

behavior further highlights the need for this testing circuit to accurately characterize magnetic 

materials with trapezoidal excitation. A third circuit version is forthcoming with improved 
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performance that will expand the testing window and decrease the switching ripple that is 

currently present. 

This new magnetics test bed allows researchers to explore in depth variations that were 

previously uncontrollable or partially evaluated. While full results and parameter maps were 

shown for a nanocrystalline material, initial studies have shown similar behavior in both ferrites 

and amorphous cores. Since this work and [81] shows the effect in Ferrite materials, it is unlikely 

to be an eddy current effect alone. Alternatively, tests with air core magnetics have not shown 

similar effects. With high dv/dt, it is possible the drop is associated with effects normally 

neglected in kHz range studies of magnetic materials. Rather, higher frequency effects need to be 

considered and investigated such as those described by [84].  

This will enable targeted research that further advances the understanding better refines 

models. Where there are differences in the current modelling techniques and the measured 

material performance, new models can be proposed. It is through the results generated by this 

testing apparatus that the new models and modifications to existing models will have a targeted 

effect. This enables a better alignment between the physical behavior and the performance 

model. These results lead to a better understanding of the fundamental nature of magnetic core 

loss. As mentioned in the first chapter, effects such as magnetic relaxation, viscosity or 

traditional loss mechanisms could be at play. Future work will need to utilize the presented novel 

converter to isolate these effects for future study. 
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CHAPTER 4: LEAKAGE FLUX AND OTHER PARASITIC ELEMENTS IN 

LAMINATED MAGNETIC CORES 

4.1 Motivation 

In traditional transformer design, the magnetizing inductance is generally the primary 

constraint. The magnetizing inductance is chosen with a maximum magnetizing current and the 

transformer flux density in mind. Similarly, the leakage inductance is minimized to enable 

maximum power flow through the transformer [85]. However, in modern isolated power 

converters, the leakage inductance is a critical energy storage element for switching devices [86]. 

Similarly, the leakage inductance can be a part of a resonant impedance that enables soft 

switching [62], [87]. As such, the design of the leakage inductance must be carefully design and 

generally not minimized. There are other physics that come into effect that influence parasitic 

models of the transformer such as series resistances and capacitances that are critical for high 

performance designs. Groups such as Dartmouth and ETH Zurich have devoted considerable 

research resources to these topics and so this chapter will only provide a brief overview. The 

main focus of this chapter will be the design of leakage inductance and the implications this 

inductance has for transformers constructed of MANC ribbon cores. 

4.2 Introduction 

There are three primary parasitic components in magnetic devices, leakage inductance, 

capacitance and winding resistances. Numerous authors and researchers have reported several 

models for parasitic capacitances and resistances. Similarly, leakage inductance models have 

been introduced for various geometries and configurations. However, these leakage inductance 

models do not consider additional losses associated anisotropic materials such as ribbon or tape 

wound magnetic cores. As these losses have been reported to contribute seven to ten times 
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additional losses, new models will be critical for proper medium frequency magnetics design. 

This chapter will focus on the estimation of leakage inductance and associated losses. It will 

mention some of the capacitance models have already been developed by various researchers as 

these models are critical design aspects for high power medium frequency magnetics. With the 

high voltages and the relatively high fundamental frequencies, both series and shunt parasitic 

capacitances will influence designs and as such will be presented in this chapter. Finally, the 

winding resistance model will also be included as part of a compete medium frequency 

transformer model. 

A main focus of this chapter will be leakage inductance and associated losses. These 

losses are a unique phenomenon that has had little reporting. [88] observed and reported losses 

but came short of fully explaining the effects. In traditional magnetics designs of low frequency 

or high frequency magnetics, stray flux in the form of leakage, fringing, or other non-

magnetizing flux has not been considered a lossy component. That is, low frequency devices 

using laminated magnetic cores do not have a high enough frequency for stray flux to cause 

losses. High frequency devices using ferrite material can also neglect eddy currents associated 

with stray fluxes as ferrites have a high resistivity isotopically. As low frequency transformers 

grew both physically and in power rating, leakage based losses became a concern. A capacitor, 

resistor and voltage source network model that is influenced by geometry was proposed to model 

the higher order magnetic equivalent circuit of laminated plates in iron transformers [89]. 

Similarly, researchers used an array of search coils to determine the radial flux in a large 

prototype transformer [90]. With this data, they provided a curve fitting for both losses and 

temperature rise that is applicable to these large transformer cases. The authors of [91] combined 

these works and found agreement with the magnetic flux between the network model and the 
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search coil measurements. However, loss predictions are only marginally accurate and are 

limited by measurement equipment. Rather, the losses are inferred from thermocouple 

measurements. A similar issue is with very high power magnetics that also have significant stray 

fields. These fields can introduce losses with the case. Groups of researchers have explored stray 

eddy currents in low frequency magnetics structures [92], [93], [94] and have sought advanced 

FEA modelling techniques.  

At medium frequencies, and high powers were laminated materials are used, the stray 

flux paths must be considered and understood to contribute to losses. In order to improve designs 

of these materials, this chapter will provide insight into this stray loss calculation. These new 

flux models along with models of other parasitic elements will enable researchers to design 

magnetic systems in the high power medium frequency solution space. 

4.3 Leakage Flux 

4.3.1 Flux Path at the Interface of Materials 

Leakage flux and leakage inductance are inherently difficult to calculate due the three 

dimensional space that the magnetic field exists in. Particularly, magnetic flux will flow through 

a volume that depends not only on the volumes magnetic permeability but also any interface with 

other volumes. Following the derivation presented in [95] we can determine the deflection of 

flux between two materials, A and B of relative permeability of µA and µB respectively. By first 

investigating the tangential component of field intensity, we enclose a loop around the interface 

of two materials, of length l and thickness t, left of Figure 4.1. It is important to note that the 

thickness approaches zero and no externally applied current is enclosed in the loop. Similarly, 

Following Amperes law (4.1), (4.2) shows the relationship between tangential fields. From this 

equality (4.3) shows how the tangential component of the magnetic flux behaves at the interface 
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of the two materials. This is appropriate for an arbitrary area, A, that goes into the page 

arbitrarily and is along the thickness t. Then, (4.4) shows the ratio of tangential components 

between the two interfaces is simply the ratio of the permeability of the two materials. Next, the 

normal component of magnetic flux can be determined by examining the right of Figure 4.1, 

there is an enclosed volume with thickness, t, that approaches zero. The volume has a depth of d 

into the material. Using Maxwell’s equation (4.5) and understanding that no flux enters the sides 

of zero thickness, (4.6) and (4.7) shows the equivalency of the normal flux component between 

the two interfaces.  

(4.1) ∮ 𝐻 ∙ 𝑑𝑙 = 𝐼𝑒𝑛𝑐 (4.2) 𝐻𝑇𝐴 = 𝐻𝑇𝐵 

(4.3) 
𝜙𝑇𝐴

𝐴𝜇𝑟𝐴𝜇0
=

𝜙𝑇𝐵

𝐴𝜇𝑟𝐵𝜇0
 

(4.4) 
𝜙𝑇𝐴

𝜙𝑇𝐵
=

𝜇𝑟𝐴

𝜇𝑟𝐵
 (4.5) ∮ 𝐵 ∙ 𝑑𝑠 = 0 (4.6) 𝐵𝑁𝐴 = 𝐵𝑁𝐵 

(4.7) 𝜙𝑁𝐴 = 𝜙𝑁𝐵 
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Figure 4.1: Tangential Component of Magnetic Flux at Material Interface (Left) and Normal 

Component of Magnetic Flux at Material Interface (Right). 

It is clear from Figure 4.2 that for even low permeability ratios, the only a small portion 

of the horizontal flux transitions from the high permeability material to the low permeability 
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material. A conservative assumption is then to assume that all flux crossing air to magnetic core 

is perpendicular to the core surface. As an example of a practical permeability ratio, µr= 5000, an 

angle of approach of only 1o translates to an 89.3o exit at the material interface or 99.9925% of 

the flux magnitude being normal to the surface. 

 
Figure 4.2: Angle of Flux Between Two Materials. 
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Figure 4.3: Flux Components At Material Interface, µB>>µA. 

Instead of the previous assumption where no enclosed current was considered, now the 

derivation considers the induced eddy currents due to the normal component of the flux density 

the tangential component changes. Following Amperes law, the tangential field intensity is 

related to the enclosed eddy current. Figure 4.4 demonstrates the impact of the induced eddy 
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currents on the flux path at the interface of two materials. For simplicity, let us assume that only 

meaningful eddy currents exist in material B. Now both the tangential and normal flux 

components are affected by the induced current. Specifically, the tangential component is 

adjusted to (4.8) and the normal component to (4.9). The sign of the eddy current contribution in 

(4.8) depends on the model set up. It is clear however that given a small permeability ratio with 

low eddy currents, as in well-designed magnetic cores, the horizontal component that persists 

across the boundary is very small. If the material is highly conductive, and the eddy currents are 

significant, the horizontal component can provide significant distortion. However, a worst case 

design can neglect the induced eddy current impacts and assume that all of the flux traversing a 

low to high permeability region will approach the interface perfectly normal. In reality there will 

be some small angle contribution to the tangential and some small reduction in the normal to 

cause a real implementation that is less lossy than the estimate. 
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Figure 4.4: Induced Eddy Current Impact on Tangential and Normal Flux At Interface. 

(4.8) 𝜙𝑇𝐴 =
𝜇𝑟𝐴

𝜇𝑟𝐵
𝜙𝑇𝐵 − 𝜇0

2𝜇𝑟𝐵𝐷𝑒𝑝𝑡ℎ𝐼𝑒𝑑𝑑𝑦 

(4.9) 𝐵𝑁𝐴 = 𝐵𝑁𝐵 − 𝐵𝑒𝑑𝑑𝑦 = 𝐵𝑁𝐵 −
𝜇0𝜇𝑟𝐵𝐼𝑒𝑑𝑑𝑦

𝑡𝑙𝑎𝑚
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4.3.2 Permeance for Gap Fringing 

With the assumption that the flux enters a magnetic core from air normal, it is possible to 

derive the flux paths near core gaps. This permeance can be included in a magnetic circuit using 

Hopkinson’s law to determine the leakage flux. The inclusion of these paths into the magnetic 

equivalent circuit enables direct prediction of fringing flux. The permeance path can be 

determined by investigating two methods of determining the energy in a coil. The permeance of 

the leakage path is P. First, coil energy as a function of coil current, I, and turns, N, is shown in 

(4.10). Then, using (4.11), the stored energy is described as a volume integral function of the 

magnetic field, H  [95]. Using these equations and geometric parameters, as shown in Figure 4.5, 

The various fringing permeance paths can be determined and are shown in (4.12) for the outside 

path, (4.13) for the inside path, and (4.14) for the two paths that enter the core front and back 

face. 

(4.10) 𝐸 =
1

2
𝑃𝑁2𝐼2 (4.11) 𝐸 =

1

2
𝜇0∫ 𝐻2𝑑𝑉 

PBPFPO PI

R

TW

HW

TU

TI

 
Figure 4.5: Fringing Permeance Paths for Half of a UI Core Geometry. 
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(4.12) 𝑃𝑂 = 𝐷
𝜇0

𝜋
𝑙𝑛 (1 +

𝜋

𝐺
𝑤)|

𝑤=min(𝑇𝐼,𝐻𝑤+𝑇𝑈)
 

(4.13) 𝑃𝐼 = 2𝐷
𝜇0

𝜋
𝑙𝑛 (1 +

1

2

𝜋

𝐺
𝑤)|

𝑤=min(𝑇𝐼,
𝑊𝑤

2
)
 

(4.14) 𝑃𝐹 = 𝑃𝐵 = 𝑇𝑤
𝜇0

𝜋
𝑙𝑛 (1 +

𝜋

𝐺
𝑤)|

𝑤=min(𝑇𝐼,𝐻𝑤+𝑇𝑈)
 

4.3.3 Permeance for Leakage Flux 

While there are many published models for determining the leakage inductance, e.g. [95], 

[96], [97], the method demonstrated in [98] is convenient for identifying and isolating different 

sub paths of the total leakage flux path. This method analyzes the total device flux by assembling 

constitutive geometries to interface with the core material and encompass an excitation coil. 

These geometries have a defined magnetic permeance that accounts for the magnetic permeance 

in the region. In order to determine which geometries are relevant, a Comsol FEA model of the 

test core is developed. Modelling anisotropic cores at medium frequencies and with eddy 

currents is a nontrivial task. [99] compares homogenization techniques to account for anisotropic 

conductivity. It should also be noted that the vertical and horizontal core blocks have different 

tensors. The rounded corners also a unique tensor and they reference a cylindrical coordinate 

system. Comsol componentizes this coordinate system into Cartesian coordinates. However, the 

overall core anisotropy is easily verified with analysis of magnetizing flux. Despite these 

advances, it is particularly challenging to develop FEA models that properly define all relevant 

physics for high power medium frequency magnetics. Therefore, these models were used as 

qualitatively to identify behavior and performance trends. They are not to be relied on for exact 

calculation but the models still provide significant insight.  

Three of the most common transformer winding configurations were explored in FEA. 

These windings are adjacent, Figure 4.6, abutting, Figure 4.7, and concentric, Figure 4.8. There 
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are other winding configurations possible such as interleaved, shell or axial but these will be left 

to future work. The advantage of the chosen three designs is their ease of manufacturing and 

there relatively low parasitic capacitance. This makes them well suited for use in high power 

medium frequency applications. Due to the aforementioned difficulties in modelling, levels of 

various parameters were normalized to highlight relative magnitudes and hot spots.  

The surface of the cores in the FEA results is colored to show the magnitude of normal 

flux on the surface. An anisotropic permeability tensor was used to model a core permeability in 

the ribbon directions and ribbon, air stack in the normal direction. Contour lines on the core 

show the induced current density. Here, a diagonal conductivity tensor was used to model 

material conductivity on the ribbon and no conductivity between ribbons. Finally, the colored 

streamlines show the paths of leakage flux in air. The thickness of the lines corresponds to the 

relative magnitude of the leakage flux density. The colors of these streamlines is chosen to 

highlight where on the core physically the described leakage inductance enters the core. The red 

streamlines intersect the outside broad ribbon surface while magenta intersects the inside, 

window, broad ribbon surface. Orange lines show the relatively low loss flux streams that enter 

the face of the core. These paths are low loss because the available eddy current path is 

constrained by the thinness, several micrometers, of the magnetic ribbon.  
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Figure 4.6: Adjacent Winding Configuration Leakage FEA.  

Surface = |𝐵|�̂� Normalized; Contour = |𝐽𝑖|; Streamers Leakage Flux: Red = Outside, Magenta = Inside, 

Orange = Face. 
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Figure 4.7: Abutting Winding Configuration Leakage FEA. 

 Surface = |𝐵|�̂� Normalized; Contour = |𝐽𝑖|; Streamers Leakage Flux: Red = Outside, Magenta = Inside, 

Orange = Face. 

 
Figure 4.8: Concentric Winding Configuration Leakage FEA. 

Surface = |𝐵|�̂� Normalized; Contour = |𝐽𝑖|; Streamers Leakage Flux: Red = Outside, Magenta = Inside, 

Orange = Face. 
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It is clear from the above FEA figures that there are five primary stray flux paths. These 

paths are boxes, half cylinder slices, half annuli, spherical slices and quarter rounds. Using FEA 

to identify the paths increases the certainty of the ‘Probable Flux Paths’ demonstrated in [98]. 

The different flux paths will be grouped based on where they enter the core, corresponding to the 

above flux path colors. This will be useful when accounting for losses as the different groups of 

paths enter into different parts of the core with different geometries and different loss 

coefficients. The general permeance, �̂�, equations for the five paths are shown below in 

equations (4.15) to (4.19) in Table 4.1. These equations are taken by determining a probable flux 

regions volume and mean path. Thus the geometric term of permeance, area by length is the 

same as volume by length squared. A practical example of this partitioning and leakage flux 

calculation is shown below using the adjacent winding transformer. 
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Table 4.1: Permeance Equations for Constitutive Geometries. 
Shape Connection Rule Permeance General Shape 

Box Surface - Surface 
(4.15) �̂�𝐵 =

𝜇𝑑𝑤

𝑙
 

w

l
φ 

 

Half Cylinder 
Slices 

Edge - Edge 
(4.16) �̂�𝐶 =

𝜇𝜋𝑑

8∗1.222
 

d

φ 

 

Half Annulus Surface - Surface 

(4.17) �̂�𝑁 =
𝜇𝑑

𝜋
ln (1 +

2𝑡

𝑔
) 

t g

φ 

 

Spherical (45° 

Sector)  
Edge 

(4.18) �̂�𝑄 =
𝜇𝜋𝑙 

48∗1.32 
φ 

 

 Spherical Shell 
(45° Sector) 

Edge - Edge 
(4.19) �̂�𝑆 =

𝜇𝑡 

8
 

t
φ 

 

Using the above permeance equations enables two necessary steps in estimating the 

losses associated with the stray fields. First, the geometries can be used to decompose the paths 

of the stray flux around an exciting coil. Then, by observing where the constituent paths intersect 

with the core, the degree to which the path causes losses can be determined. This is done by 

determining if the path intersects the broad surface of the magnetic ribbon, a high loss path, or 

the stack of magnetic ribbon edges, negligible to low losses. Other paths that do not intersect 

with the core, e.g. between to concentric windings, do not cause any induced eddy current losses. 

An example of this path counting for simple geometries, Table 4.2, is shown below in Table 4.3.  
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Table 4.2: Common Ribbon Core Assemblies. 

 
Figure 4.9: Rotated Edge Core Assembly. 

 
Figure 4.10: Wound Ribbon Core Assembly. 

 
Figure 4.11: Edge on Edge Core Assembly. 

 
Figure 4.12: Face on Edge Core Assembly. 

Table 4.2 shows a winding bundle in dark gray relative magnetic ribbon layers assembled 

in a core. It also shows different orientations available if an air gap is desired. It is important to 

note that while the geometry of Figure 4.12 is physically possible, it should be avoided. As can 

be seen in Table 4.3, the magnetizing flux crosses a broad surface of the core ribbon. This will 

induce significant eddy currents at the junction and result in excessive losses. Table 4.3 shows 

which magnetizing, leakage, and fringing, if a gap is used, paths that enter into the broad surface 

of the core ribbon. The ribbon edge surfaces are not counted as the induced eddy current loss will 

be negligible because the available eddy current path is very small. 
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Table 4.3: Number of Broad Surfaces Normal Flux Encounters for Various Core Connections and 

Flux Path Region. 
Core Connection Magnetizing 

Flux 

Window 

Leakage 

Outer 

Leakage 

Page 

Leakage 

Inner 

Fringing 

Outer 

Fringing 

Page Fringing 

Rotated 0 2 2 0 1 2 1 

Wound 0 4 2 0 2 2 0 

Edge on Edge 0 0 0 2 0 0 2 

Face on Edge 1 4 2 0 2 1 0 

4.4 Modelling Leakage Flux and Losses  

The first step in the design process is to determine the different leakage flux paths. A 

simplified geometry of a practical core assembled of wound ribbon, Figure 4.10, without any 

gaps is shown below in Figure 4.13. Symmetric dimensions are left unlabeled. This geometry 

simplifies some of the discrepancies in core curvature and dimensional mismatches due to 

construction. Figure 4.14 shows the breakdown of permeance paths. This is done using the 

geometries of Table 4.1. These paths are assembled to complete leakage flux torus around the 

excitation coils. The paths are color-coded based on the rules of Table 4.2 and Table 4.3. Paths 

that are red and magenta are high loss and intersect the outside and the inside of the core 

respectively. The paths that interest the thin ribbon face of the core are color coded with orange 

and provide a minimal contribution of induced eddy current losses. For the sake of simplicity 

these losses will be neglected. Another point of interest is the corners of the core. While one may 

reasonable assume that these paths do not enter the core at all or at most enter a negligibly small 

corner of the core, this is not the case. As shown by the flux streamers Figure 4.6, the flux ‘bends 

in plane’ around to enter core material in the normal vector. This again agrees with Figure 4.2 

given that the corner of a core is not an easy path for flux to enter. Now that the leakage flux 

paths have been determined and componentized, the next step is to develop a new magnetic 

equivalent circuit to further understand how the flux path contributes to leakage flux induced 

eddy current losses. 
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Figure 4.13: Simplified Geometry for Adjacent Winding Transformer. 

 
Figure 4.14: Flux Path Segmentation of Adjacent Winding Transformer. 

Development of the magnetic equivalent circuit requires some assumptions and a 

nuanced understanding of the likely paths of flux. In general, the total permeance of a path is the 

series combination of the air permeance and a core permeance. A first assumption is that the 

permeances of the three segmented paths does not share the same core path nor influences the 

flux of the others. The inner and outer leakage paths do not share any core material with each 

other. However, the face path shares core material with both inside and outside. This is neglected 

as the face path has significantly more core region to use in between the regions used by the 

inside and outside paths. Similarly, it is assumed that none of the leakage flux passing through 
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core material exceeds a flux density that would cause saturation. This may not be the case for the 

outermost ribbon layers due to their thin cross sectional area. However, if the ribbon layer 

saturates, another is nearby to take the reaming flux. There are many other flux paths but their 

permeance is either very high or very low and can be simplified as open or short circuit paths. 
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Figure 4.15: Magnetic Equivalent Circuit Considering Componentized Leakage Paths. 

The simplest flux path to define is the face path. This path consists of two permeances, 

the permeance through air and a much lower permeance through the core. The total permeance is 

shown below in (4.20). The outside and inside permeance paths also include an air and core 

combination. However, the flux enters the broad surface of the ribbon. Due to the nature of the 

geometry there is a high permeability path to return to the coil but it has a very thin cross 

sectional area. This means that as flux enters the first ribbon layer, some will return to core. 

However, a significant amount of flux will pass through the gap between layers to the next layer. 

This results in a latter permeance network where shunt permeances are the ribbon layers 

represented by RR and the space between layers is a series permeance RG. The ratio between core 

ribbons and total core area is the fill factor, F. The core has a mean magnetic path of le and 
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effective cross sectional area of ae. The ribbon has a thickness of tR. It is also assumed that the 

permeance path includes 1/3 of the winding height. 

(4.20) �̂�𝐹𝑎𝑐𝑒 = �̂�𝐹𝐴 +  �̂�𝐹𝐶 = 2 (�̂�𝑁 + 2(�̂�𝑁2 + �̂�𝐶 + �̂�𝑆 + �̂�𝑄)) ∥ �̂�𝐹𝐶 = 

2 (
𝜇0𝑤𝑤

𝜋
ln (1 +

𝑡

ℎ𝑤
) + 2 (

𝜇0𝑡

𝜋
ln (1 +

3ℎ𝑐 − ℎ

2ℎ
) +

𝜇0𝜋𝑡

8 ∗ 1.222
+

𝜇0(3ℎ𝑐 − ℎ) 

48
+

𝜇0𝜋𝑤ℎ  

192 ∗ 1.32
)) ∥

𝑙𝑒

𝜇𝑟𝜇𝑜𝑎𝑒
 

The outer and inner flux paths can be derived similarly. The inner flux path is shown 

below in (4.21) with �̂�𝐿𝐼𝐶 being the effective permeance of the latter network. It should also be 

noted it is assumed that a half cylinder on either side of the window is a flux path where the flux 

bends to enter the surface inside the window. Where �̂�𝐼𝐺 and �̂�𝐼𝑅 are described in (4.22) and 

(4.23) respectively. The outer flux path is shown in (4.24) with �̂�𝐼𝐺  and �̂�𝐼𝑅 in (4.25) and (4.26). 

(4.21) �̂�𝐼 = �̂�𝐼𝐴 + �̂�𝐿𝐼𝐶 = (�̂�𝐵 + 2�̂�𝐶) ∥ �̂�𝐿𝐼𝐶 = (
𝜇0𝑤𝑤𝑑

ℎ𝑤
+

2𝜇𝜋𝑑

8∗1.222) ∥
�̂�𝐼𝑅+√�̂�𝐼𝑅

2 +4�̂�𝐼𝑅�̂�𝐼𝐺

2
 

(4.22) �̂�𝐼𝐺 =
𝜇02(ℎ𝑤+𝑤𝑤)𝑑

(
1

𝐹
−1)𝑡𝑅

 (4.23) �̂�𝐼𝑅 =
𝜇𝑟𝜇𝑜𝑡𝑅𝑑

2(ℎ𝑤+𝑤𝑤)
 

(4.24) �̂�𝑂 = �̂�𝑂𝐴 +  �̂�𝐿𝑂𝐶 = 2 (�̂�𝑁 + �̂�𝐶 + 2(�̂�𝑆 + �̂�𝑄)) ∥ �̂�𝐿𝑂𝐶 = 

2 (
𝜇0𝑡

𝜋
ln (1 +

3ℎ𝑐 − ℎ

2ℎ
) +

𝜇0𝜋𝑡

8 ∗ 1.222
+ 2 (

𝜇0(3ℎ𝑐 − ℎ)

48
+

𝜇𝜋𝑤ℎ 

192 ∗ 1.32
)) ∥

�̂�𝑂𝑅 + √�̂�𝑂𝑅
2 + 4�̂�𝑂𝑅�̂�𝑂𝐺

2
 

 

(4.25) �̂�𝑂𝐺 =
𝜇02(ℎ𝑐+𝑤𝑐)𝑑

(
1

𝐹
−1)𝑡𝑅

 (4.26) �̂�𝐼𝑅 =
𝜇𝑟𝜇0𝑡𝑅𝑑

2(ℎ𝑐+𝑤𝑐)
 

Using the above permeance equations it is now possible determine the proportion of total 

flux that is associated with each of the three primary paths for the adjacent winding, magnetic 

ribbon core. Similarly, the fundamental geometries can be used to assemble the permeance paths 

and examine the leakage flux division of the other three winding configurations presented in 

Figure 4.6, Figure 4.7, or Figure 4.8 or any other winding configuration. Exotic magnetics 
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geometries may need new constitutive shapes. However, the process of determining the shapes 

volume and dividing by the mean magnetic path to determine the effective cross sectional area 

enables limitless designs.  

A comparison of the flux breakdown is shown in Figure 4.16. These charts tie together 

the simple geometry permeance models with the geometrically precise Comsol FEA models 

presented previously. This shows the efficacy of the approach and enables designers to identify 

the paths that could lead to issues. With these tools, it is easy to take targeted, corrective actions 

to limit the amount of flux that is on a path that would enter a broad surface of the ribbon. 

  
Figure 4.16: Magnitude (Left) and Path Proportion (Right) of Winding Configuration Dependent Total 

Surface Leakage Flux. 

4.5 Induced Eddy Currents in Ribbon 

As shown above different physical regions of the magnetic core have different levels of 

leakage flux approaching the surfaces. It was also shown that for practical cores, all but a minute 

amount of flux enters the ribbon perfectly normal. It is then essential to determine the induced 

eddy currents and resulting power losses for each of these regions. Continuing with the adjacent 

winding core geometry, it is clear that there are six eddy current loops that could have significant 

losses. There are negligible loops on the front or back face of the core as the thin profile of the 

ribbons presents a high resistance path. The first two loops are the top and bottom surfaces of the 
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window. The other four loops are the top and bottom of both the left and right outside surfaces of 

the core. If the excitation coils are producing flux in the positive z direction, up, then the leakage 

flux exits from the top window surface and enters the bottom surface. It also exits from the top 

half of the two outer surfaces and returns by way of the bottom two outside surfaces. Due to 

symmetry, the six surfaces can be represented by two different eddy current resistances. The 

outer surfaces can be represented by Reo and the inner surfaces by Rei. This section will derive 

these impedances using the geometric dimensions shown in Figure 4.13. By definition, the eddy 

current resistance is (4.27), where σR is the conductivity of the magnetic ribbon that is used in the 

core. The eddy current path area, Ae, for both eddy current loops is shown in (4.28) where k is the 

percentage of ribbon width that is utilized by the induced eddy currents, d is the core depth, 

ribbon width, and tR is the ribbon thickness. The induced eddy currents generate a magnetic flux 

in opposition to the leakage flux, (4.9). This opposing flux reduces the changing flux in the 

center of the ribbon and can result in minimal eddy currents in this region. As such, the eddy 

current path must be windowed from the total which is served by the kw term. It has been found 

that 4−1 ≤ 𝑘𝑤 ≤ 3−1. The eddy current length of the two path geometries is the two resistances 

diverge. It is important to note that while the flux entering the ribbon is shaded by the excitation 

coil, the induced eddy currents in the ribbon are not. It is then assumed that the eddy current loop 

length exists over the entirety of the top or bottom half surface. This assumption is verified in the 

Comsol FEA models as well. The outer and inner path lengths are shown in (4.29) and (4.30) 

respectively. Figure 4.17 illustrates the paths of the stray flux induced eddy currents in magnetic 

ribbons. 

(4.27) 𝑅𝑒 =
𝑙𝑒

𝜎𝑅𝐴𝑒
 (4.28) 𝐴𝑒 = 𝑘𝑤𝑑𝑡𝑅 

(4.29) 𝑙𝑒𝑜 = ℎ𝑐 + 2𝑑(1 − 2𝑘𝑤) 
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(4.30) 𝑙𝑒𝑖 = 2(𝑤𝑤 + ℎ𝑤 + 𝑑(1 − 2𝑘𝑤)) 
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Figure 4.17: Eddy Current in Magnetic Ribbon Paths. 

The voltage that is induced in a region by the stray flux into a surface is shown below in 

(4.31) where ϕlr is the leakage flux for the inner and outer regions determined by the magnetic 

equivalent circuit defined preciously. Thus the power loss caused by the induced eddy currents 

for a particular region is (4.33). For a triangular leakage flux of peak value ϕpk, the total leakage 

induced losses are shown in (4.33). The variables �̂�i and �̂�𝑜 are the percentage of total leakage 

flux that enters region, e.g. Figure 4.16, and nl is the number of layers of magnetic ribbon 

material that are involved in this loss mechanism. The number of layers involved has been 

experimentally determined to be between 1% and 2% of the total core thickness. 

(4.31) 𝜖𝑒 =
𝑑𝜙𝑙𝑟

𝑑𝑡
 (4.32) 𝑃𝑒𝑟 =

𝜖𝑒
2

𝑅𝑒𝑟
 

(4.33) 𝑃𝑒−𝑙𝑒𝑎𝑘𝑎𝑔𝑒 = 𝑛𝑙8 (
2�̂�𝑖

2

𝑅𝑒𝑖
+

4�̂�𝑜
2

𝑅𝑒𝑜
) 𝜙𝑝𝑘

2 𝑓2 

4.6  Modified Transformer Electrical Model 

A more nuanced transformer equivalent circuit is new needed such that the presented 

concepts can be included. The definition of the leakage paths enables the total homogenized 

leakage inductance to be separated into several leakage inductances that correspond to a path. 
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The induced eddy current losses associated with these paths are then modelled as resistors in 

parallel with the path specific inductance. An example of this modelling is shown below in 

Figure 4.18. The different regions are again color coded for clarity and are consistent with other 

color coding in this chapter. 

LLeak-LosslessRCu

LMagRCore

LLeak-FaceLLeak-OuterLLeak-Inner

RLE-FaceRLE-OuterRLE-Inner

 
Figure 4.18: Modified Transformer Electrical Equivalent Circuit. 

This new model can incorporate any configuration by weighting the inductances and 

resistances with the procedures presented. Continuing with the adjacent winding, wound ribbon 

example, the inner, outer and face zones would be used while the lossless inductor would be 

omitted as this geometry has no lossless paths e.g. between two concentric windings. One 

advantage of this new model is that the nuanced leakage model can include several new layers of 

specificity without impacting other aspects of the model. Similarly, the paths and regions that 

lead to the most losses can be easily identified as those with a high inductance and a low 

resistance. Once identified, the problematic zones and paths can be mitigated by solutions 

presented in the next section. 

4.7  Leakage Flux Control and Loss Mitigation 

Careful magnetic design can be used to manage the leakage flux once the critical leakage 

paths are identified and the degree to which the total leakage flux is shared among the paths is 

determined. There are three primary principals that can be employed to manage and mitigate 

stray flux induced losses. The first is to limit the magnitude of eddy currents that are generated in 
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the core material by increasing the resistivity. Another principal is to limit the amount of normal 

flux that enters the material by reducing the ratio of permeability between the core material and 

air. The third, and focus of this section, is to limit the magnitude of leakage flux that enters any 

ribbons.  

Increasing the resistivity of the core is fundamentally a materials problem. Ongoing 

research into core chemistries, processing continues to improve the resistivity of magnetic 

ribbons [100], [101]. However, these improvements are marginal and MANC magnetic ribbons 

still have relatively low electrical resistivity. One effective way of increasing the resistivity is by 

crushing the ribbon into a powder and forming a composite magnetic core of binding agents and 

the crushed material. However, this results in a significantly lower relative permeability because 

the fill factor of bulk core to crushed powder is very low as there is effectively a distributed air 

gap [102]. This makes powdered cores poor choices for transformer applications. Ferrites are 

another core material that is a viable candidate with high resistivity and a relatively high 

permeability. However, ferrites have a low saturation magnetic flux density and maximum 

operating temperature. This makes ferrite designs difficult in the high power medium frequency 

design space. Therefore, increasing the resistivity alone is not a viable solution and in most cases 

introduces new difficulties in the magnetic component design. 

The second approach is to minimize the amount of flux that enters the ribbons normal. 

This can be achieved with a low permeability gradient as shown in Figure 4.2. All of the leakage 

flux must complete a loop around the excitation coil. As the flux approaches a low relative 

permeability core layer, it can enter the core layer at an angle. By entering the core at an angle, 

only a limited amount of the flux contributes to induced eddy currents. Some of the flux is able 

to use this low, but higher than air, permeance ribbon to return to the coil. This has the potential 
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for significantly lowering induced eddy current losses. Conceivably, a necessarily large region 

could have a gradient of permeability that enables enough flux to return to the coil before it 

reaches higher permeability material [7]. However, if magnetic ribbons are used, this gradient is 

impossible as between each layer of ribbon there is an air layer. Thus, regardless of the layer to 

layer ratio of permeability, there will be a high ratio of permeability between a ribbon and air. A 

gapless material with graded permeability or a large section of all low permeability layers could 

be sufficient. An example of this is shown below in Figure 4.19. The layer to layer permeability 

ratio is only 8. However, the layer to air ratio is n8 where n is the layer index from the outside 

layer. The initial layer allows some angled flux but this flux turns normal as soon as it reaches 

higher boundary ratio layers. Furthermore, the low perm layers are not sufficient to return the 

leakage flux to the coil and thus the flux penetrates to much higher permeability ratio ribbon 

layers. 

 
Figure 4.19: Graded Permeability Based Normal Leakage Flux Reduction. 

Alternatively, a highly conductive layer e.g. copper can be used to shield the leakage 

flux. Rather than minimizing eddy currents, this maximizes the eddy currents such that an 

opposing flux prevents the leakage flux from passing through, Figure 4.20. Losses are reduced 

proportionally with very low resistivity with the penalty of higher a Ieddy
2. This approach can 
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result in lower losses with careful design but the loss reduction is minimal. Importantly, the 

leakage inductance is significantly reduced because the leakage path must make the entire loop 

in air instead of partially through the core. This minimizes the practicality of this approach as the 

leakage inductance is often a necessary design limit. 

 
Figure 4.20: High Conductivity Based Normal Leakage Flux Reduction. 

A third way to minimize the losses associated with leakage flux induced eddy currents is 

to minimize the amount flux that enters magnetic ribbons while keeping it in a high resistivity 

material. This approach is similar to efforts used in [92] where shielding limits stray flux related 

losses in the transformer metal housing. Other shield like approaches include [103] and 

Minimizing the flux entering the ribbon can be achieved by introducing two new permeances to 

the magnetic equivalent circuit as part of a flux shield component. The first, is a high permeance 

path that allows flux to return to the excitation coil directly from a leakage path. The second 

permeance should be low and in series between the magnetic ribbons and the leakage path. This 

combination of permeances is shown below in Figure 4.21 as a single shield component. The 

higher permeance path, PT, is tangential to the axis of excitation and the low permeance path, PN, 

is normal to the core and axis of excitation. It should be noted that the normal flux can be further 

reduced by having a space between the shield and the ribbon core. This space is represented by 

PO and can simply be an air space. Given that the shield must handle both tangential and normal 
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flux, it is recommended to use an isotropic material. Ferrite is an ideal material in that is both 

isotropic and it has a high resistivity. This allows the leakage flux to return to the excitation coil, 

without entering the magnetic ribbon cores, in a high resistivity region. If we assume that the 

magnetic core offers an infinite permeance path, the reduction in leakage flux that enters the core 

is presented in (4.34).  

(4.34) 𝜙𝑟𝑒𝑑 = 100 (1 −
𝑃𝑆𝑇(𝑃𝑆𝑁+𝑃𝑂)

𝑃𝑆𝑁𝑃𝑂+𝑃𝑆𝑇(𝑃𝑆𝑁+𝑃𝑂)
) 
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Figure 4.21: Permeance Paths with Leakage Flux Bar Shield. 

The first approach available to designing the leakage flux shield introduces minimal 

change to the overall leakage inductance. This is achieved by using a bar geometry shield. The 

permeance paths through air remain mostly unchanged. There is the potential for a slight 

increase in leakage inductance as the bar can shorten the air path, increase the permeance, of the 

flux at curved corners. A design recommendation is to cover as much of the height of the core as 

possible. The space between the ribbon core and the shield material should be maximized within 

volume constraints. Thus the two permeances of the shield and the offset permeance are shown 

below in (4.35), (4.36), and (4.37). 
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(4.35) �̂�𝑆𝑁 =
𝜇𝑟𝜇0ℎ𝑠ℎ𝑑𝑠ℎ

𝑤𝑠ℎ
 (4.36) �̂�𝑆𝑇 =

𝜇𝑟𝜇0𝑤𝑠ℎ𝑑𝑠ℎ

ℎ𝑠ℎ
 

(4.37) �̂�𝑜 =
𝜇0ℎ𝑠ℎ𝑑𝑠ℎ

𝑙𝑜
 

The depth of the shield, dsh, should be at least as deep as the core depth, d. Small 

variations are ok but qualitatively larger dsh is better. Similarly, the height of the shield, hsh 

should be as tall as the core height, hc. If the shield is placed in the inside window, it should 

cover as much of the side surfaces as possible, hw. The shield width is flexible and must only be 

great enough to ensure that the shield does not saturate. Dimensional tuning will aid in shielding 

performance by decreasing �̂�𝑆𝑁 and �̂�𝑂, and increasing �̂�𝑆𝑇. 

An FEA model of the bar shield is shown below in Figure 4.22. The surface and contour 

lines show the normal flux density and induced eddy current density which is normalized to the 

unshielded case. The reduced peak values of the scales show reduced normal flux and 

consequently induced eddy currents due to the application of the shield. The nearly lossless flux 

that interface with the shield are shown with blue stream lines. 
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Figure 4.22: 3D FEA Model of Bar Shield. 

If designers need to increase the leakage inductance or have geometrically independent 

control of the leakage inductance, a wing shield design can be used. This method of leakage flux 

shielding fundamentally changes the design process transformers. Now, the magnetizing 

inductance and leakage inductance are designed independently. This significantly expands the 

options and design choices of MANC core materials. Now, the design process will tend towards 

the following principles. Magnetizing cores should have high relative permeability to 

proportionally increase the magnetizing inductance. Similarly, the magnetizing core should be 

uncut to maintain the high permeability and limit layer misalignment induced losses where flux 

is forced to cross ribbon layers. This misalignment will result in eddy currents at the cut location 

even if no meaningful gap is present. The Shield cores should have a relatively large and 

specifically tuned gap or a tuned permeability. This limits magnetizing flux in the leakage core 

and enables greater range of leakage inductance values. If the leakage core is gapped, it should 
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have a high resistivity and preferably use an isotropic to accept several incident vectors of 

leakage flux without excessive induced eddy currents. An exciting new opportunity for strain 

annealed, [82], materials is a low perm leakage core without any air gaps or cutting. This 

contains the leakage flux entirely in the additional core and offers a very wide range of tunable 

leakage inductances.  
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Figure 4.23: Permeance Paths with Leakage Flux Wing Shield. 

Figure 4.23, the magnetic equivalent circuit, shows that the wing shield design principal 

is to again create a high permeance path that does not include the magnetic ribbon of the main 

core. However, now there are three new permeances that can be tuned for optimal performance. 

The first is, PW, the permeance of the wings of the shield. As can be seen in, (4.38) the high 

relative permeability of the core easily creates a high permeance proportional to the cross 

sectional area of the wing, ℎ𝑤𝑑𝑤, and inversely proportional to the width of the wing, ww. If the 

shield has a gap or does not encircle the excitation coil, there is a new air permeance, (4.39). This 

Permeance depends on the geometry of the wings and wing shield and is the sum of the 

constitutive geometry permeances, �̂�′𝐶𝐺, that are incident with the shield. A third permeance, 

�̂�′′𝐿, is also assembled of constitutive geometries and accounts for the air space around the 
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shield. This permeance should be very low as a good wing shield will take up much of the likely 

flux path space.  

An FEA model of the wing shield is shown below in Figure 4.24. The surface and 

contour lines again show the normalized normal flux density and induced eddy current density. 

However, these values are normalized to the unshielded case. Therefore, it is clear that the shield 

reduces the peak values by the maximum values of the scale. The blues stream lines are flux 

paths that interface with the shield are effectively lossless paths.  

 
Figure 4.24: 3D FEA Model of Wing Shield. 

If an uncut strain annealed shield material is used, �̂�′𝐿 is the constituent geometries 

around the face of the shield core and �̂�′′𝐿 would be minimal. The independent design of 

magnetizing inductance and leakage inductance could be achieved by (4.41) and (4.42) 



136 

respectively where the magnetizing core has relative permeability of 𝜇𝑟 and the strain annealed 

core has a relative permeability of 𝜇𝑆𝐴 and 𝜇𝑟 ≫ 𝜇𝑆𝐴. 

(4.38) �̂�𝑊 =
𝜇𝑟𝜇0ℎ𝑤𝑑𝑤

𝑤𝑤
 (4.39) �̂�′𝐿 = Σ𝑃′̂𝐶𝐺 

(4.40) �̂�′′𝐿 = Σ𝑃′̂′𝐶𝐺 (4.41) 𝐿𝑚𝑎𝑔 = 𝑁2�̂�𝑐𝑜𝑟𝑒 ∝ 𝜇𝑟 

(4.42) 𝐿𝑙𝑒𝑎𝑘 = 𝑁2�̂�𝑆𝐴 ∝ 𝜇𝑆𝐴 
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Figure 4.25: Magnetic Equivalent Circuit of Componentized Wing Shield. 

This approach to integrated leakage inductance design is advantageous over [88]. This is 

because in all cases, the leakage flux flows along an easy axis. In [88], the flux was redirected 

within the ribbon leading to a hard axis flux flow. At this connection point, the low permeance 

joint causes behavior similar to that of an air gap leading to stray and fringing fields. 

Furthermore, this solution and derivation analytically determines where leakage flux is most 

problematic and proposes targeted solutions. 

4.8 Leakage Flux Shield Penalties 

While the leakage induced eddy currents constitute a significant loss that is mitigated by 

shielding approaches, this solution is not without loss penalties. There is a small increase in the 

copper resistance due to the increased perimeter of the core and shield. This proportionally 

increases the excitation coil conduction losses. However, utilizing an uncut magnetizing core 
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with a high saturation flux density, like most magnetic ribbon materials, allows for a low number 

of necessary turns. This means that the unshielded design excitation resistance is minimal and 

the increase due to shielding will also be relatively small. With shielding materials there is also 

an increase in magnetization losses. These losses will also be low because of low levels of flux in 

the flux path. The flux density does increase in flux concentrating designs such as the wing 

shield but further research is needed to determine if this is also the case for the bar shield. 

Intuitively, the bar shield would result in negligibly higher magnetizing losses as the 

fundamental path of the leakage flux is not changed. The only difference is paths is traveling 

through magnetic ribbon core material or shield material. The flux concentrating effect would 

lead to higher magnetizing losses in the shield. However, these increases in losses are minimal 

compared to the reduction in leakage flux related losses. 

4.9 Experimental Results 

It is difficult to directly observer eddy currents and transformer localized losses. Rather, 

indirect methods such as thermal imaging allow observers to see the effect of localized losses. 

Due to the thermal anisotropy of the core, discussed further in the next chapter, thermal gradients 

can local hot spots can aid in identifying local losses. An example of this is shown below in 

Figure 4.26. The middle of Figure 4.26 shows the thermal profile of standard open secondary test 

used in core characterization as discussed in the previous chapter. As expected, the hottest part of 

the core is in innermost ribbon layers. This is due to the concentration of magnetizing flux in the 

high permeance path. The right of Figure 4.26 shows the thermal results of the same transformer 

when the secondary is shorted. This short circuit test forces the vast majority of the magnetic 

flux through the leakage paths of the transformer. In both cases the time and excitation current 

level were held constant. Figure 4.26 highlights the leakage flux induced eddy currents as 
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observed by heating of the outer most layers. Magnetizing flux is not present in these layers as 

the mean magnetic path reduces the permeance compared to the inner most layers. 

   
Figure 4.26: Comparison of Magnetizing and Leakage Test Thermal Profiles. 

Typical Medium Frequency Transformer (Left), Magnetizing Test (Center), Leakage Test (Right). 

4.9.1 Fiber Optic Thermal Mapping  

A similar result using an advanced fiber optic line scan sensing technology is shown 

below. This sensor overcomes some of the limitations of thermal imaging of shiny metallic 

surfaces as the sensor does not rely on emissivity. Rather, the thermal energy causes distortions 

in the optical properties of the fiber optic cable which in turn change the backscattering profile of 

the sensing light. This can then be interpreted as changes in temperature from the ambient 

temperature. Another MANC magnetizing core was subjected to open and shorted secondary 

tests with a length of fiber optic cable woven around various locations on the core. Importantly, 

the cable wrapped around both the outside and inside layers of the core. Figure 4.27, left, shows 

the magnetizing result tests. Again, the inside layers of the core are hottest. Figure 4.27, right, 

shows the results of the short circuit test. Now the outside layers are the hottest. Again the losses 

associated with the leakage paths are isolated and confirmed. 
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Figure 4.27: Optical Line Scan Measurement of Transformer Thermal Profile. 

Magnetizing Test (Left) and Leakage Test (Right). 

4.9.2 Three Dimensional Flux Mapping 

As shown in the FEA models, the flux emanates from the excitation coil like a catenoid. 

This shape and the idea that all flux entering magnetic material from air enters normal to the 

magnetic material need to be observed. In order to do this, a three axis location meter was 

assembled. This involves fixing the location of the magnetic core and then measuring the two 

offset from this point to achieve a coordinate in the XY plane. The location in the Z dimension 

was determined using a height gauge. In order to enable measurements inside the window of the 

core, the sensor arm was adjustable on a single axis. A three dimensional leakage flux map, 

Figure 4.28, was developed using a three axis flux meter from GMW. In this test, the core was 

subjected to 0.1 T at 10 kHz in a short circuit test. Measurements were taken in the upper right 

octant of the transformer. In the figure below, two regions are clear. The first region, existing in 

the width between 0 and 20 mm, depth  
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Figure 4.28: Measured Leakage Flux Field Around Transformer Upper Right Octant . 

4.9.3 Adjacent Winding Case Study 

An example case study will be presented with the model development and testing of a 

transformer design that could be used in a dual active bridge. For this example, the transformer is 

chosen to have a fundamental switching frequency of 10 kHz, a peak operating power of 10 kW 

and a peak operating voltage of 355 VDC. Some design aspects are deliberately chosen as non-

optimal in order to highlight the leakage flux based losses and improve understanding. An off the 

shelf nanocrystalline Finemet FT-3TL core was chosen as the magnetic core with no additional 

manufacturing processes. The product code for the specific geometry is F1AH1171 and specific 

dimensions and values can easily be found in product literature. This analysis will use generic 

symbols as much as possible to improve the usability of this example. Figure 4.29 shows the 

unshielded 15:15 turn, adjacent winding configuration, similar to Figure 4.6, used in this case 

study. By these design, parameters, the traditional analysis would observe that the transformer 

operating point is at a maximum of 0.53T, resulting in 86.2 W of loss or a 99.2% efficient 
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design. This is not in the highest realm of efficiencies but is within the realm of reason. 

Furthermore, the leakage inductance of 157 μH and 12 mH magnetizing inductance is in the 

range typical of dual active bridge designs for the aforementioned specifications. A photograph 

of this transformer is shown below in Figure 4.29. The thermal image of this core in the open 

secondary test is shown in Figure 4.30. This thermal image was taken after 15 minutes of 

exciting the core at 0.2T. Then, the excitation level and frequency was swept over a range of 0.1 

T to 1 T and 10 kHz to 50 kHz. The excitation level was curtailed at higher frequencies due to 

limitations of the DC power supply. This same core was tested with the secondary shorted. In 

this test a thermal image was taken after 15 minutes of exciting the core at 0.2 T. However, this 

magnetic flux was through the leakage paths. In this case, it is clear that the outer most layers 

and the inner most layers of ribbon are contributing to losses. This is expected as this design is 

similar to FEA models above where there are significant amounts of leakage flux entering the 

outside ribbon layers and in the window of the transformer. 

 
Figure 4.29: Unshielded 10 kW DAB Transformer. 
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Figure 4.30: 10 kW Unshielded DAB Transformer Thermal Profiles. 

Magnetizing (Left) Leakage(Right). 

Figure 4.31 highlights the magnetizing flux thermal profile. It is clear from these images 

that the interior of the core is the hottest. Similarly, there are losses distributed throughout the 

core. This is because magnetizing flux is exciting all of the magnetic ribbon layers, leading to 

excitation loss. 

 
Figure 4.31: Zoomed 10 kW Unshielded DAB Transformer Thermal Profile. 

Observing the thermal profile of the side of the transformer also yields interesting results. 

The top view, showing the broad surface of the ribbon is shown in Figure 4.32. It can be seen 
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that the hottest regions of this outermost layer are along the edges. It is also clear that the very 

top is cooler than the surfaces closes to the windings, top of the thermal image. These effects 

correspond to the concentration of eddy currents around the perimeter of the surface, accounted 

for with the kw term that affects the area of the eddy current path in equations (4.28), (4.29), and 

(4.30). This is really accounting for the second order effects of flux cancelation as described in 

(4.8) and (4.9). 

 

 
Figure 4.32: 10 kW DAB Transformer Case Study, Unshielded Top View. 

Photograph (Left) and Leakage Test Thermal Profile (Right). 

A summary of the recorded magnetizing and leakage losses is shown below in Figure 

4.33. Measured data is recorded as points, ‘x’ for leakage and ‘o’ for magnetizing. First the 

magnetizing losses were recorded following the procedure in the previous chapter. Second, a 

current loss lookup table was created for the conduction losses of the primary coil. The leakage 

losses were determined by taking the average power of the instantaneous voltage and current in 

the primary winding. Then the conduction loss, I2R, and magnetizing loss for that excitation level 

were subtracted out. It is clear from both the measured data and the fit lines that leakage 

inductance based losses are significantly higher than the magnetizing losses, 20 to 30 times 

higher. These newly characterized losses represent a significant loss mechanism that greatly 

limits the ability to successfully design high power medium frequency transformers. As power is 
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transferred through the leakage path, the induced eddy currents will introduce a previously 

unaccounted for power loss that will dramatically lower system efficiencies. 

 
Figure 4.33: Loss Map for Magnetizing and Leakage Losses of F1AH1171 Core. 

The bar shield is a simple approach to minimizing leakage flux losses that has a minimal 

impact the overall core performance and design. In fact, the bar shield can be a first solution to 

existing designs that are found to have excessive losses. An example bar shield was assembled 

using Ferroxcube 3c95 ferrite ‘I’ cores, Figure 4.34. Two cores were connected together to form 

the outer shield while a single bar forms the interior. As a laboratory prototype, off the shelf bars 

were used. In a formal design, specific dimensions that fit the core would have better 

performance. It is clear from the magnetizing thermal image, Figure 4.35, that the bar shield has 

minimal impact to the magnetizing behavior of the transformer. However, in the leakage test, the 

transformer runs significantly cooler. Rather than the edges of the core being the hottest spots as 

is the case in the unshielded design, the bar shield enables the transformer core to stay cooler 

than the exciting coils. It is clear that the bar shield is redirecting leakage flux away from the 

magnetic ribbons and is thus minimizing stray flux induced eddy currents. This reduction of 

eddy currents is clearly shown in the reduced losses shown below in Figure 4.39. 
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Figure 4.34: 10 kW DAB Transformer Case Study, Bar Shielded. 

  
Figure 4.35: 10 kW Bar Shielded DAB Transformer Thermal Profiles. 

Magnetizing (Left) Leakage(Right). 

It can also be seen that the top layer of the core is running cooler, Figure 4.36. The core is 

coolest closet to the shield where minimal flux is entering the ribbon. Away from the shield, the 

core is hotter and exhibits a hot edge around the perimeter, similar to the unshielded case. 
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Figure 4.36: Bar Shield Leakage Top View Thermal Profile. 

10 kW DAB Transformer. 

The next shielding design presented is the wing shield, Figure 4.37. The bar shields 

remained Ferroxcube 3C95 however only C cores of 3C90 were available in suitable dimensions. 

The wings used extend nearly 3x the winding thickness. There is still a significant air gap 

however and the extension length could be shortened with a shorter air gap design. Again, this 

would take a custom core design that is beyond the scope of this proof of concept. This design 

was also subjected to a 10 kHz leakage and magnetizing loss measurement sweep. 

 
Figure 4.37: 10 kW DAB Transformer Case Study, Wing Shielded. 
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Figure 4.38: 10 kW Wing Shielded DAB Transformer Thermal Profiles. 

Magnetizing (Left) Leakage(Right). 

The wing shield shows similar thermal results to the bar shield. The magnetizing test, 

Figure 4.38, shows minimal, if any impact to the magnetizing test thermal profile. The leakage 

test shows a significant reduction in outer and inner ribbon heating. This thermal profile proves 

that the wing shield is a viable solution to increasing the transformer efficiency while gaining 

independent leakage inductance design flexibility.  

The loss measurements for the three design cases, unshielded, bar shielded and wing 

shielded are shown below in Figure 4.39. The three fit lines for the leakage losses were all found 

to fit the expected form for classical eddy current losses. The three magnetizing tests resulted in 

nearly identical measurements and so only one fit line is presented. This line also fits nicely with 

a Steinmetz like equation. It should be noted that the magnetizing loss coefficients are not the 

traditional Steinmetz coefficients because the core was subjected to triangular excitation. 
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Figure 4.39: 10 kW, 10 kHz Unshielded / Shielded Loss Map. 

It is evident that the shielding approaches provide a significant reduction in leakage 

losses. These leakage losses are still higher than the simple magnetization losses. However, more 

deliberate shield design with specially designed ferrite geometries could reduce these leakage 

losses even further. In these shield designs, the shield was found to reduce the amount of flux 

into the ribbon by nearly half. Further geometry and design improvement could reduce this stray 

field even further thus potentially providing core designs that are as efficient through the leakage 

path as the magnetizing path. However, these proof of concept designs were able to reduce the 

leakage losses by roughly 45% and 75% for the bar and wing designs respectively while 

minimizing the impact on the magnetizing losses, Figure 4.40. Loss variations less than 5% are 

within the sensor tolerances. A similar solution comparison is the reduction of k value for the 

different shields and frequencies. This comparison is shown in Figure 4.41 where it is clear that 

both the bar and wing shield provide a significant loss reduction over a design with no shield. 
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Figure 4.40: Shielded vs Unshielded Loss Reduction. 

 
Figure 4.41: Variation in Leakage Loss k Term. 

The reduction of k values through shielding is convenient for comparison between 

designs and curve fitting. However, what the shields are actually doing is reducing the amount of 

flux generated by the excitation coil that enters the broad surfaces of the ribbon. Therefore, an 

alternative way to look at the wing shield efficacy is by the effective ribbon flux reduction. This 

is shown in (4.43) where knone is the k term of the unshielded induced eddy current loss fit line. 

The k term for either the bar or wing or some other future shielded loss fit function is ksh. Using 

this analysis, the bar shield reduces the apparent normal flux by 27% and the wing shield reduces 

the flux by 51%. 
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(4.43) 𝜙𝑃𝑅 = 100
(√

𝑘𝑛𝑜𝑛𝑒
𝑘𝑠ℎ

−1)

√
𝑘𝑛𝑜𝑛𝑒

𝑘𝑠ℎ

 

It is also important to inspect how the shielding changes the leakage and magnetizing 

inductances. Figure 4.42 shows this impact to permeability. It is clear that the bar shield has a 

minimal impact on both leakage and magnetizing inductances enabling it to be a direct addition 

to a current magnetics design. The wing shield however, significantly increases the leakage 

inductance. This increase leads to the idea that by utilizing wing shields, shields with gaps or 

strain annealed ribbon shields, the leakage inductance can be tuned independently of the 

magnetizing inductance. This enables significant design simplification where a tight leakage 

inductance design is needed such as in the active bridge converter. 

 
Figure 4.42: Change in Effective Permeability Due to Addition of Leakage Shielding Component. 

This case study has shown the importance of leakage and stray flux induced losses. These 

losses can be significantly higher than the typical loss models for magnetic components predict. 

Design tools were presented that utilize a magnetic equivalent circuit model that segregates the 

different flux paths into lossy and lossless paths. The permeances for these paths are constructed 

from simple constituent geometries that relate to the magnetic component construction. A 
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method of shielding the magnetic flux was proposed whereby the flux is directed away from the 

wide surfaces of the magnetic ribbon and through a high resistivity ferrite core. Both a bar and 

wing geometry were proposed with magnetic equivalent circuits and general design guidelines. 

The shields greatly reduced the measured leakage losses while having minimal impact on 

magnetizing losses. Using the wing shield geometry, it is clear that the transformer leakage 

inductance can be tuned independently of the magnetizing core and general transformer 

geometry. This independent leakage and magnetizing design represents a significant 

advancement for high power medium frequency magnetics and enables new solutions for 

advanced applications. 

4.10  Stray Capacitance models 

Parasitic capacitance is an important element in the medium voltage transformer. In the 

typical construction, there are several capacitive paths that must be considered. Series 

capacitances such as winding capacitance represent a low impedance path for high frequency, 

common mode currents [104], [105]. This capacitance can also impact the operating range 

converters by reducing the soft switching region [106]. The capacitance between winding sets 

and the core is discussed in [107] and [108] provides a broad overview of winding capacitive 

paths. 

In general, the capacitance between windings is determined by the energy to voltage, V, 

relationship (4.44). The capacitance between windings is Co. The winding layout, standard or 

flyback, Figure 4.43, influences the total capacitance. The excitation coil is constructed of K 

layers. The capacitance between layers depends on the winding layout. Windings can either be 

orthogonal, Figure 4.44 left, or orthocyclic, Figure 4.44 right. While [108] shows many methods 
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of estimating capacitances, this section will highlight those that were found to have the closes 

agreement with measured results. 
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Figure 4.43: Winding Layout for Magnetic Devices. 

Standard (Left) and Flyback (Right) 

(4.44) 𝑊 =
𝐶𝑜

2𝐿
∫ 𝑉2(𝑥)𝑑𝑥

𝐿

0
=

1

2
𝐶𝐿𝑎𝑦𝑒𝑟𝑉2 

The layer of windings is treated as an equipotential surface for the nominal capacitance 

calculation. From (4.44), and the winding geometries, it is clear that equivalent layer to layer 

capacitor, CLayer, is Co/3 for the standard winding and Co/4 for the flyback winding. The local 

effects of the crossover wire of the flyback winding configuration are neglected. Next it is 

important to determine the capacitance between windings. As mentioned above this depends on 

how the individual wires are arranged. For orthogonal windings, of N turns per layer of dw wide 

wire, a cylindrical capacitance model was found to provide the most accurate results. Simplifies 

the derivation by modelling the windings as two concentric sheets of inner and outer radii of the 

winding layers, RI and RO respectively. The capacitance for orthogonal windings is (4.45) for the 

winding layout of Figure 4.44, left. 

(4.45) 𝐶𝑜−𝑂𝑟𝑡ℎ𝑜𝑔𝑜𝑛𝑎𝑙 = 𝑁
𝜖0𝜖𝑟𝑤2𝜋𝑑𝑤

ln(
RO
𝑅𝑖

)
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Figure 4.44: Turn to Turn Winding Alignment.  

Orthogonal (Left) and Orthocyclic (Right). 

Researchers needed a more nuanced model to determine orthocyclic winding capacitance. 

This model assumes that electric flux lines emanating radially from a winding’s center and 

intersect with the radial line of an incident winding. The electric field strength is determined 

from the flux lines and is used to calculate the stored electric energy. Equation (4.46) is the layer 

capacitance for orthocyclic windings, Figure 4.44 right, of mean layer radius Rm. Two 

simplification are shown in (4.47) and (4.48). A unique permittivity is shown in (4.49). 

(4.46) 𝐶𝑜−𝑂𝑟𝑡ℎ𝑜𝑐𝑦𝑐𝑙𝑖𝑐 = 4𝑁𝜖𝑜𝜋𝑅𝑚 ⌊𝐿 + 2𝛿
𝑑𝑤−𝛿

𝜖𝑖𝑑𝑤
2 𝑀⌋ 

(4.47) 𝐿 =
1

2
∫

cos2(𝑥)−cos(𝑥)√cos2(𝑥)−
3

4
−

1

2
 

(𝑐𝑜𝑠(𝑥)−(1−
𝛿

𝜖𝑖𝑑𝑤
)√cos2(𝑥)−

3

4
+

1

2
)

2

 

𝜋

6
0

𝑑𝑥 

(4.48) 𝑀 =
1

2
∫

sin2(𝑥)−cos(𝑥)√cos2(𝑥)−
3

4
−

1

2
 

(𝑐𝑜𝑠(𝑥)−(1−
𝛿

𝜖𝑖𝑑𝑤
)√cos2(𝑥)−

3

4
+

1

2
)

2

 

𝜋

6
0

𝑑𝑥 

(4.49) 𝜖𝑖 = 2.5 +
0.7

√𝑑𝑤−2𝛿
 

Accommodating Litz wire or partial layers is a matter of scaling factors. The authors of 

[109] explore the variations between solid wire and Litz wire equivalent capacitances. To handle 
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a partial layer of x turns beside a full layer of z turns, the partial layer capacitance (4.50), is 

added to the other layers capacitance. The capacitance between a coil and the core is also well 

researched.  

(4.50) 𝐶𝑝𝑎𝑟𝑡 =
4𝐶𝑜(𝑁−1)(𝑧2+𝑥2)

((𝑁−1)𝑧+𝑥)
2  

The capacitance to the core is also easily determined. Low power transformers or very 

high frequency transformers using ferrite model the core as a dielectric, [107]. However, most 

core materials of interest for the high power medium frequency operation, MANC, amorphous 

etc., have a relative permittivity near 1 and a high conductivity meaning they can be modelled as 

an equipotential conductor, [110]. For these types of materials, the core is grounded to eliminate 

possible discharge. Therefore, windings next to the core have a parasitic capacitance to ground. 

One method of reducing the effects of this parasitic capacitance to ground is to had a resistive 

layer between the winding and the core for a lossy controlled path [111].  

These important models aid the holistic design of a transformer. The parasitic 

capacitances are a penalty to adding more turns for a given design. This penalty can lead to 

oscillatory behavior and common mode current. In some designs, this oscillation can be 

harnessed for a resonant switching approach. However, this requires very careful design and 

requires a complete understanding of parasitic capacitance paths. 

4.11 Winding Losses 

There are three primary effects that introduce additional loss components in a transformer 

model. The most obvious is the low frequency resistance of the wire. As the coil is subjected to 

higher frequencies, two other effects become more dominant, the skin effect and the proximity 

effect. Many researchers have explored these effects. Notably, the research group at the 

Dartmouth Magnetic Component and Power Electronics Research Lab has advanced the 



155 

understanding of these topics for many specialized applications. This section will provide a brief 

overview of the basic models, available in many textbooks, [112], of these effects and their 

implications for high power, medium frequency magnetics. It will also summarize some of the 

more advanced work that can be used for refined modelling and informed design decisions. 

The first and most obvious loss component of windings is the low frequency resistance. 

This is shown in (4.51). This resistance depends on the resistivity of the conductor, ρ, and the 

total length of the of the wire used to construct the coil, lw. This resistance also depends on the 

cross sectional area of the conductor, Aw. 

(4.51) 𝑅𝐷𝐶 =
𝜌𝑙𝑤

𝐴𝑤
 

At higher frequencies, a phenomenon known as the skin effect also contributes to losses. 

The skin effect is when, at high frequencies, the current in a conductor drifts towards and 

concentrates in the outer perimeter of the wire. A solid wire carrying medium frequency current 

that is experiences the skin effect behaves more like a hollow tube carrying the same magnitude 

of wire. The skin effect ultimately is reducing the cross sectional area of the conductor. The 

depth of conductor that the current can penetrate is known as the skin depth, (4.52). This 

effectively reduces the area of the conductor and leads to a higher resistance. While approximate 

for round wires, this increased resistance is shown in (4.53).  

(4.52) 𝛿 = √
𝜌

𝜋𝜇𝑓
 (4.53) 𝑅𝐴𝐶 =

𝜌𝑙𝑤

𝜋(𝑟2−(𝑟−𝛿)2)
 

More appropriate designs will use conductors which have an area that is tuned to the 

specific skin depth. That is, the wire diameter will be no more than two skin depths. This is the 

basic principal behind Litz wire where a bundle of very thin, individually insulated, conductors is 

woven together to form a high current conductor. A procedure for optimal Litz wire design and 

selection is proposed in [113]. 
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The third principal is the proximity effect. This effect accounts for the crowding of 

current in a conductor due to the influence of the magnetic field. This magnetic field can come 

either from stray fields as previously mentioned or from a local field of an adjacent winding. 

This effect is much more difficult to characterize and several sources have provided various 

models to account for design variabilities [114], [115]. Dowels equation provides for the increase 

in a sectors resistance due to adjacent layers. However, it is important to apply this to a practical 

coil of layered windings. This procedure was presented for N layers of Litz wire, in [116] and 

reshown below in (4.54). The Litz wire is made of s strands and has a conductor fill factor Fw. 

The strand diameter, do, must be less than the skin depth. 

(4.54) 𝑅𝐴𝐶 = 𝑅𝐷𝐶 (1 +
𝜋2𝑠𝐹𝑤𝑑𝑜

4

3072𝛿4 (16𝑁2 − 1 +
24

𝜋2) 

There are other aspects that influence the proximity effect such as the magnetic fields 

near a gap or window leakage flux crossing windings. In order to estimate these effects, refer to 

[117] and [118]. One of the approaches to minimizing the gap induced losses is to construct a 

larger gap of many, smaller, gaps know as a distributed gap or to use large section of low, but 

higher than air, permeability material [119]. Rearranging the windings within the core window 

also helps reduce gap based losses, [118]. However, with MANC and other ribbon cores, it is not 

recommended to gap due to the flux entering the ribbon normal. Therefore, it should not be 

necessary to calculate the proximity effects due to fringing flux. Processes such as strain 

annealing should be used to specifically tune a relative permeability to desired levels instead of 

gapping. 

The winding of a magnetic device introduces ohmic losses to the component. Higher 

frequency currents do not utilize as much of a conductor’s area as DC. The skin effect accounts 

for this underutilization and should be considered when choosing wires. Litz wire enables larger 
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effective areas of conductors and should be used in high power medium frequency applications. 

The magnetic fields from nearby wires also leads to higher losses. All of these effects must be 

considered when optimizing a magnetic device. One advantage of the high saturation flux 

density and relative permeability of ribbon cores is the need for less turns to achieve a desired 

inductance at a flux density. This ultimately leads to lower conduction losses than a similar 

ferrite design with a higher number of turns. 

4.12  Conclusions and Future Work 

This chapter has shown three elements of high power medium frequency magnetics that 

are generally considered parasitic, leakage inductance, capacitance and conduction resistance. In 

the case of leakage inductance however, it is often a system design requirement. This design 

aspect requires careful thought as it was shown that the leakage flux can introduce significant 

new losses in ribbon core transformers. These losses are many times larger than magnetizing 

losses and depend heavily on the core geometry and winding arrangement. Importantly, these 

losses are proportional to (fB)2 where the scalar is based on the core material and geometry as 

well as the breakdown in flux paths. New design tools that break down these paths and 

distinguish lossy paths from lossless paths were introduced to aid design decisions. In order to 

mitigate the leakage flux losses, a new flux redirection shield was introduced that enables 

leakage flux to return to an exciting coil while staying in a high resistivity material, minimizing 

eddy currents.  

Future work will explore these eddy currents and losses in the wider ribbon cores that 

have recently come into production. Similarly, second order models that account for flux 

cancelation in center of the ribbon are needed for a refined understanding. Currently, there is also 

good agreement with a power loss curve fit that is proportional to f1.5B2 implying that the skin 
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effect is possibly influencing the power loss due to normal flux induced eddy currents [120]. 

Future work will determine the efficacy of this approach and what assumptions need 

modification from the current model development.  

Work will continue with shield development and understanding as well. One unique 

opportunity is a core design with 100% MANC materials. The magnetizing core would be a 

traditional material and leakage cores will use new strain annealed ribbons. This design approach 

would be mechanically robust with a minimal amount of movable components. It would also 

provide a very tunable design where the magnetizing inductance and leakage inductance are 

independent. This enables many more design solutions and allows the geometry to be tuned for 

thermal or volumetric optimizations. 
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CHAPTER 5: STRAIN ANNEALED CORE ANISOTROPIC THERMAL MODELLING 

5.1 List of Symbols 

The use of the advanced manufacturing technique of strain annealing for nanocomposite 

magnetic ribbons enables control of relative permeabilities and spatially dependent permeability 

profiles. Tuned permeability profiles enable enhanced control of the magnetic flux throughout 

magnetic cores, including the concentration or dispersion of the magnetic flux over specific 

regions. Due to the correlation between local core losses and temperature rises with the local 

magnetic flux, these profiles can be tuned at the component level for improved losses and 

reduced steady-state temperatures. We present analytical models for a number of assumed 

permeability profiles. This work shows significant reductions in the peak temperature rise with 

overall core losses impacted to a lesser extent. Controlled strain annealing profiles can also 

adjust the location of hot spots within a component for optimal cooling schemes. As a result, 

magnetic designs can have improved performance for a range of potential operating conditions. 

This chapter contains many complex equations with subtle nuances in variables. As such a list of 

symbols is provided to aid readers below in Table 5.1. 
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Table 5.1: List of Variables Used in CHAPTER 5 
Symbol Description 

a Area of a material for thermal impedance 

α Frequency dependent loss exponent 

B Magnetic flux density 

Bavg Average flux density over toroid profile 

β Magnetic flux density loss exponent 

Bz[a, b] Incomplete Beta function 

c Exponent in exponential permeability profile 

C Circumference of a circular path 

Cc Thermal capacitance of toroid core 

f Frequency of excitation waveform 

F Core fill factor, ratio of total material thickness to core thickness 

g Ratio between slope and offset magnetic permeability terms 

h Height of magnetic ribbon in the z direction 

I Current flowing through excitation coil 

K Power loss scalar term 

kt Thermal conductivity 

kc Thermal conductivity of the magnetic ribbon 

kG Thermal conductivity of the gap between magnetic ribbon layers 

λ Ratio between outer and inner radius of toroid 

L Magnetic inductance of wound toroid 

l Length of a material for thermal impedance 

λ Ratio between outer radius and inner radius of a toroid core 

Lr Length of ribbon 

lr Length of ribbon to apply strain for a given radius 

lG Length of region between ribbon layers 

lGz Length of region between ribbon material and external free space 

Ln Layer number of a wound toroid 

µ Magnetic permeability of core material 

µ0 Magnetic permeability of free space 

µ1 Magnetic permeability following the graded with offset profile 

µc Magnetic permeability following the constant profile 

µe Magnetic permeability following the exponential profile 

µs Slope term for the graded and offset graded profiles 

N Number of turns of excitation coil 

NL Total number of layers of ribbon for the full toroid core 

n Ribbon layer number between 1 and NL 

�̂� Permeance of magnetic core 

ϕ Magnetic flux 

P Power loss due to magnetic core excitation 

Ploc Power loss in the local region of the core 

Q Heat injection into the core 

r Radius of layer of inspection for toroid core 

ri Inner radius of toroid core 

R Thermal impedance 

Rt Tangential thermal impedance 

Rr Radial thermal impedance 

t Magnetic ribbon thickness 

T Temperature of magnetic core 

Tamb Ambient Temperature 

V Volume of magnetic material 

5.2 Motivation 

Fully understanding the losses for a magnetic component is critical for optimal design in 

power electronics applications. It is also important when determining the necessary cooling 

systems for a particular design. There are multiple authors and publications that explore the 

variations in core loss due to the excitation waveform[1], [14], [40], [43]. However, all of these 
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prior investigations base their loss models on assumptions of uniform flux density within the 

core. These models either use the maximum of average flux density or the overall peak flux 

density. While this can be useful for predicting the losses as a function of excitation waveforms 

enforced by the electrical circuit, it does not account for core geometry, flux concentration and 

pinching, and other material effects. Permeability engineered cores with significant variations in 

relative permeability and resulting flux density profiles will be further susceptible to errors in 

loss estimations in the previously mentioned approaches and these modeling approaches cannot 

provide guidance to the optimal magnetic core designs in cases where permeabilities can be 

readily adjusted throughout a given magnetic core. 

In [121], the author derives and highlights the differences in estimated total losses using 

the local peak flux density associated losses against the rational approach using a single global 

flux density. The solution space explored is useful for small components but does not explore 

some of the design possibilities that are needed for the high power applications of interest. 

Similarly, [122] utilized similar analysis to recommend variations to the magnetic core cross 

section. Here the motivation was, as is true in this analysis, minimizing thermal variation over 

the core profile. Unlike this papers approach, utilizing variations in effective permeability, the 

author of [122] recommended varying heights along the toroid radius. As the author mentions, 

this is problematic for manufacturability. Furthermore, the author fell short of a complete 

analysis and did not fully analyze the variation in core losses due to the improved flux density 

profile. Finally, the author was only able to explore solutions in finite element analysis. There is 

ample room for continued analysis and analysis that considers newly proposed post processing 

techniques.  
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Thermal modelling has also been shown by others, [123]. However, the complete, 

electro-thermal model as not yet been presented. As shown previously, as the magnetic material 

temperature changes the core parameters can change dramatically. Furthermore, advancements in 

materials processing enable the design of materials with spatially variable properties that need to 

be considered with the spatial distribution of heating. The thermal model presented in the chapter 

will focus on the nuances of magnetic ribbon wound. This will provide the details necessary for 

thermal models to make medium frequency transformers. 

5.3 Introduction 

Passive device designs must meet the stringent requirements brought about by the 

continued increase in capabilities and adoption rates of wide bandgap power semiconductors. 

Specifically, magnetic component designs need to consider new operating spaces and to take 

advantage of new soft magnetic materials and material processing. Generally, power converter 

controls and topologies are moving towards very high efficiencies through soft switching 

techniques that greatly reduce the losses associated with the switching devices. This in turn 

means that a dominant loss component of a power converter will be the passive devices and 

specifically the magnetic components [124], [125], [126]. Further, magnetic components will 

continue to play a critical role in power converters due to their energy storage and isolation 

capabilities. The high reliability and wide design envelope of magnetic devices also makes them 

critically important elements of any power converter design. It is because of the aforementioned 

factors, that both magnetic design techniques and the components used need to be fully 

characterized and improved.  

Analytical predictions will enable improved screening and optimization of magnetic 

designs in order to reduce the number of designs that require careful characterization and more 
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detailed optimization through experimental prototype efforts and/or more computationally 

intensive applied electromagnetics tools such as finite element based modeling. Furthermore, 

analytical expressions can be developed to incorporate new materials and new material 

processing strategies. By determining estimations for currently unavailable materials or magnetic 

cores, this approach can also help to guide the research and development goals for new alloy 

development as well as advanced manufacturing process optimization techniques. That is, the 

magnetic core research and development can be refocused on the realization of a subset of 

candidate designs that have shown promise through analytical expressions and have been 

confirmed by finite element modeling techniques. Such an approach is particularly useful in 

understanding the role and performance potential of magnetic cores that are post-processed with 

strain annealing techniques in which the permeability can be readily tuned along the length of the 

ribbon. The utility of an analytical design approach is in determining which strain annealing 

profiles are most useful such that the material and process development can focus on optimized 

designs. Similarly, the analytical approach can better define what baselines provide a meaningful 

comparison. 

Due to the myriad of factors that influence the design of a power electronics converter, it 

is important to characterize and provide predictions for magnetic designs using similar 

methodologies to that of semiconductor device characterizations. That is, magnetic devices need 

to be characterized for all operational sensitivities, e.g. temperature, loading, dV/dt etc. in a 

particular solution space [127]. This research focuses on two of the more influential aspects of 

magnetics design, namely the direct relationship between the local temperature rise and core 

magnetizing losses. It is noted that for some power electronics converter designs leveraging 

amorphous and metal amorphous nanocomposite (MANC) ribbon based core materials, 
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additional loss contributions have been determined to be significant and even dominant in some 

cases as a result of eddy current losses generated within the ribbon plane due to flux leakage 

from the magnetic core. While we do not specifically discuss that source of losses in this work, 

similar techniques are relevant to address those challenges and are the subject of on-going 

research activities. It is also important to note that new post processing techniques such as strain 

annealing, [128], [129], [130], [131], [132], [7] and field annealing, [133], are enabling new 

material characteristics. These materials could lead to improved designs and alternative 

solutions. However, without full characterization and analytical screening of the post-processing 

dependent performance of these materials, their development is not able to successfully 

transition into applications and components for which they can have the most significant impact 

on overall performance. The characterization of magnetic designs and materials under 

operationally relevant conditions is paramount to continued success and improvements in 

magnetics design. 

This paper will highlight the improved capabilities in power magnetics component level 

performance enabled by the strain annealing post processing techniques. It will first provide a 

brief overview of the state of the art as motivation to provide deeper insight into thermal 

modelling and loss predictions of traditional materials. These loss predictions are strongly 

coupled to thermal performance and can provide insight for the thermal profile of the magnetic 

ribbon cores. An observed gradient in temperature is due to the flux density concentration and 

the anisotropic core. This anisotropy is represented in the proposed thermal model. Finally, an 

example is explored with a comparison of physical cores designed for high power inductor 

applications. 
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5.4 Heating from Magnetizing flux 

For clarity, it is important to first define the variations in flux density representations. The 

local flux density is the typical flux density that is derived using the relationship between current 

and magnetic field using Ampere’s law (5.1). Typically, the relative permeability, µ, is the 

product of the constant relative permeability of the core material under investigation, µr, and the 

permeability of free space, µ0. However, because strain annealing will enable an arbitrarily 

variable profile of relative permeabilities, it is left as a function of the toroid radius, r, assuming 

that the permeability varies only as a function of core radius but is otherwise equal along the core 

height and circumferential direction. Such a permeability profile is readily produced using strain 

annealing techniques through a monotonic variation in applied tension during the strain 

annealing process followed by standard core winding and fabrication processing techniques. The 

flux density is scaled by the number of turns, N, and the excitation current, I, regardless of 

excitation shape. This flux density is valid in the applicable range of r between the inner radius, 

ri, and the outer radius, where λ is used to define the ratio between the outer radius and the inner 

radius. The average flux density in a toroid is shown in (5.2).  

(5.1) 𝐵(𝑟) =
𝜇(𝑟)𝑁𝐼

2𝜋𝑟
|

𝑟𝑖≤𝑟≤𝜆𝑟𝑖

 (5.2) 𝐵𝑎𝑣𝑔 =
𝑁𝐼

2𝜋𝑟𝑖(𝜆−1)
∫

𝜇(𝑟)

𝑟
𝑑𝑟

𝜆𝑟𝑖

𝑟𝑖
 

Below in Figure 5.1, an example toroid is drawn with the top view and a cutout side view 

of one of the ribbon layers. This drawing illustrates some of the physical and construction 

parameters. Similarly, the dimensions shown in this drawing will enable the detailed definition 

of various thermal impedances as described in the next section. 
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Figure 5.1: Toroid Geometry with Dimensions. 

5.5 Heating from Normal Stray Flux 

As discussed in the previous chapter, there is a loss phenomenon associated with stray 

flux, leakage and fringing and others. This loss predominately affects the edge layers of ribbon 

on the outside and inside, window, of the core. As such, a heat injection, Qstray, that depends on 

leakage and stray fluxes and the core geometry should inject heat at the edge layers of the 

thermal model. The specific heat injection depends on the exact construction of the core, if 

shielding is present and the various flux paths as discussed in CHAPTER 4:. Solutions for 

minimizing these losses and subsequent heating have already been discussed. This chapter will 

focus on the magnetizing losses and thermal management through the use of strain annealing 

enabled magnetizing flux control. 
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5.6 Anisotropic Thermal Model 

Given the above defined flux density profiles a proper thermal model is needed to 

account for the anisotropic nature of the ribbon wound magnetic cores. A model can be 

represented as an equivalent circuit of thermal impedances, thermal capacitances and heat flow 

with resistances, capacitors and current injections respectively as described [134]. Other 

researchers have followed a similar approach of modelling power magnetics by either using 

isotropic materials or averages of bulk materials, [135], [136] and [137]. In [138], the authors 

model anisotropic cores but do not consider variations in heat injection due to a flux density 

profile. In order to account for this localized heat injection due to localized losses, it is necessary 

to have a localized thermal model. This proposed model is shown below in Figure 5.2. This 

model discretizes the spiral of a wound magnetic tape into several concentric ring layers of one 

ribbon thickness. Given that many ribbon cores have a high electrical conductivity, the thermal 

conductivity will also be high, [139]. This enables the ring of the core to be represented in two 

dimensions as it is a reasonable assumption that each discretized ring will be an isotherm and 

temperature will only vary in the radial direction. Given this symmetry of the ring, the model can 

be broken into the radial and height dimensions using the subscripts r and z respectively. The 

thermal model is treated as an electrical analogue using common relationships behaviors between 

physical processes, [140], [141], [142], and [143]. The subscript n is the discretization variable. 

Each ring has a thermal capacitance, Cc, corresponding to its effective ring mass and material’s 

specific heat capacity. However, this capacitance need only be considered for thermal transients. 

At steady state temperatures, the thermal mass capacitance can be neglected. The heat injected is 

directly attributed to the local losses, represented by the current injection Pcore. 
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Figure 5.2: 2D Thermal Model for Anisotropic Magnetic Ribbon Cores. 

In order to define the above model, the heat flow processes of convection and radiation 

are also treated as impedances of the form shown in (5.3). The components of (5.3) for all of the 

thermal impedances of Figure 5.2 are described in Table 5.2. 

(5.3)  𝑅𝑡ℎ𝑒𝑟𝑚𝑎𝑙 =
𝑙

𝑘𝑡𝑎
 

Table 5.2: Description of Thermal Impedances for Anisotropic Core Model. 
Subscript  Description Dimension Length (l) Area (a) Thermal 

Conductivity (kt) 

Gr Gap conduction radial lG/2 2πRnh 0.6 – 1.4 w/mk  

Cr Core conduction radial t/2 2πRnh 5 - 10 w/mk  

Gz Gap conduction height lG/2 2πRnt 0.6 – 1.4 w/mk  

Cz Core conduction height h/2 2πRnt 5 - 10 w/mk  

Conz Convection height 1 2πRnt 5-500+ 

ConI Inner convection radial 1 2πR1t 5-500+  

ConO Outer convection radial 1 2πRL(lG+t) 5-500+ 

Radz Edge radiation height T-Tamb 2πRnt 𝜖𝜎𝑠(𝑇 − 𝑇𝑎𝑚𝑏
4 ) 

RadI Inner radiation  height T-Tamb 2πR1(lGz+h) 𝜖𝜎𝑠(𝑇 − 𝑇𝑎𝑚𝑏
4 ) 

RadO Outer radiation  height T-Tamb 2πRL(lGz+h) 𝜖𝜎𝑠(𝑇 − 𝑇𝑎𝑚𝑏
4 ) 

Values for constants are easily found in various textbooks and research and are presented 

from [144], [145], [146]. The core is assembled of NL layers such that Rn is the radius at the 

center of a ribbon of the nth layer. The G region is the gap between two ribbon layers and t is the 

thickness of a ribbon layer. The dimension lG can also be used to account high thermal 

impedance materials between ribbon layers and between the ribbon and air. This can be used to 

represent thin oxidation layers or epoxies. The radial G effect can be estimated by using the 
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thermal impedance of air, oxidation, or epoxy with the core fill factor. High fill factors would 

have low G region impedances while low fill factor cores would have a high anisotropy in the 

tangential and radial dimensions. The thermal anisotropy varies significantly with the bulk 

magnetic core fill factor. The ratio of thermal conductivity between the tangential and radial 

directions of toroid is shown in (5.4) where F, the fill factor, is the ratio of the core thickness, t, 

and the sum of the ribbon thickness and the gap thickness, G. This ratio can be near five for 

typical fill factors, around 80-85%, ribbon thicknesses, and fill materials. This assumes the 

ribbon and G region have thermal constant conductivities of kc and kG respectively. 

(5.4) 
𝑘𝑡

𝑘𝑟
=

(𝑘𝑔𝐺+𝑘𝑐𝑡)(
𝐺

𝑡
+

𝑘𝑔

𝑘𝑐
)

(𝐺+𝑡)(
𝑘𝑔𝐺

𝑡
+𝑘𝐺)

= 𝐹2 (2 −
𝑘𝑐

2+𝑘𝐺
2

𝑘𝑐𝑘𝐺
) + 𝐹 (

𝑘𝑐
2+𝑘𝐺

2

𝑘𝑐𝑘𝐺
− 2) + 1 

The effective thermal impedance for convection is determined using Newton’s law of 

cooling. The variation in the k[c/G] value, replacing the traditional symbol h, for the coefficient of 

convective heat transfer in this impedance is due to the different cooling methods ranging from 

natural, unforced air convection to higher performance forced liquid cooling. The thermal 

impedance modelling radiation utilizes Stefan’s law and reorganizes the law into the form of a 

typical thermal impedance. In these impedances, T is used to represent the core layer temperature 

and Tamb the ambient temperature. 

In the above Figure 5.2, the basic model most properly represents interior layers of the 

ribbon. For the innermost and the outer most layers a slight modification is needed. Specifically, 

the model region defined as core-air interface connects to both the z dimension and the radial 

dimension. These augmentations to the radial thermal impedance account for the convection and 

radiation associated with the exposed broad surface of the inner and outer most ribbon layers. 

These are represented by the two edge regions of core-air interface inner and outer respectively. 
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This model is then connected to other radial models to represent the different tangential 

zones of the magnetics. Three examples of zones are uncovered, covered with heat sink material, 

and covered with heat injection component. Uncovered zones can be represented by the above 

model without any modifications. The two covered zones both effect the z dimension thermal 

resistances and while a covered with heat injection component could potentially add to the heat 

injection. That is, a heat sink material adds its own thermal model between the edge, inner, or 

outer impedances depending on its physical connection to the core. Alternatively, a heat injection 

component has several aspects to consider for complete thermal modelling. A prime example of 

a potential external heat injection component is the excitation coils in a magnetic component. 

One of the simplest modifications is modelling the use of a thermal insulator between the 

excitation coil and core. With this scenario, the effected region does not have significant heat 

flow paths to ambient and thus all model connections to the sink can be removed. However, if a 

thermal conductor is used, one must consider the heat injection caused by the heating of the 

excitation winding. The thermal path from the core to the thermally conductive bobbin to the 

excitation coil does have a path to free space and thus the thermal resistances to ambient of 

convection and radiation can be included. 

With a complete thermal model of the transformer we can see that the local loss profile 

has a significant impact on the temperature profile of the core. The thermal anisotropy between 

the radial and tangential dimensions further couples the temperature profile to the local losses. 

Where the thermal body be isotropic, the temperature profile would normalize somewhat but still 

be heavily dependent on the heat injection profile. The thermal impedances in the z dimension 

have some variations between the layers due to varying surface areas but it is minimal. The 

exception to this trend is the inner most and the outermost layers and the layers where the broad 
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surfaces are exposed to ambient temperatures. Thus, the radiative and convective impedances at 

these two layers allow significant heat flow and ultimately a steady state temperature nearer to 

ambient. This effects closely adjacent layers due to the larger temperature difference. 

5.6.1 Heating Impact 

The heating of the core has several impacts. The core must remain below certain 

temperatures, e.g. the Curie or impregnated epoxy breakdown temperatures, with safety margins 

that would affect fundamental core properties. However, in most practical power magnetics 

designs there are even lower critical temperatures that are important to avoid such as the thermal 

limits of insulating epoxies or plastics.  

While these limits exist, one may wish to have designs that further limit the maximum 

core temperature. The temperature impacts on the operating performance of cores is generally 

material specific with [52] providing some polynomial approaches to account for the variations 

in ferrites. An example of a ferrite material that has a wide range of variation due to heating is L 

material [147]. Nearly all performance metrics have varying sensitivities to operating conditions 

including permeability, core loss and saturation flux density. While ferrites have shown this 

variability it is not always the case for nanocrystalline [127]. In that study, cores were shown to 

have minimal variation in measured core losses over a reasonable temperature range. However, 

the effective relative permeability of the core changed significantly. In operating up to 80°C, the 

effective relative permeability of the core dropped roughly 300%. This resulted in a much lower 

transformer magnetizing inductance. In a practical converter this could result in up to a nine-fold 

increase in conduction losses as a result of a 3x increase in the required magnetizing current. 

This increase in current would also have to be accounted for in determining the system 

maximum current rating and the selection of winding gauge. However, this increase in 
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magnetizing current could be used advantageously as certain converters utilize magnetizing 

current to increase the window for which semiconductor switching losses are minimized. The 

authors in [148] and [77] showed how so-called soft switching of converters can utilize 

magnetizing current for improved operation. Thus, regardless of the design, it is important to 

have a firm grasp of the overall operating temperature and to understand the implications that 

this temperature has on the magnetic core performance. 

5.7 Strain annealing profiles 

As mentioned above, applying mechanical strain as a post-production process to the 

magnetic ribbon causes variations in the relative permeability. By applying an arbitrary strain 

profile along the length of the ribbon, a core with an arbitrary relative permeably between 

various layers of ribbon in the radial direction can also be manufactured. While the ultimate 

profile achievable could be arbitrary, four fundamental profiles are presented here for their 

logical and practical utility as well as their manufacturability during the strain annealing process 

without the need for highly sophisticated process controls. These profiles are constant strain, 

ramped strain, ramped strain with initial strain, and exponential strain. These profiles will be 

discussed in further detail in the respective subsections. In this analysis, there are a myriad of 

variables to explore and potentially many local inflection points in relative performance. As 

such, this analysis is meant to provide an initial overview and to allow further in-depth study for 

specific cases. For all of the presented design cases, the core permeance was held to be the same. 

In this way, the comparison of strain annealing approaches is for magnetic devices with the same 

inductance, as inductance is equal to the permeance times the turns squared. Each strain 

annealing profile is analyzed to present the average flux density, permeance, loss estimation 
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based on the average flux density, the heat injection, and finally the loss calculation based on the 

local flux density. 

The profiles are presented in terms of the core radius to easily apply the proposed 

permeability to the definition of flux density. However, this radially defined profile does not 

provide insight into the strain profile. For this, we must determine the length along the ribbon for 

which the strain should be applied. While the toroid is constructed as an Archimedean spiral, a 

simplified approximation yields adequate results. The length function is then presented in (5.5). 

The layer number, Ln, is determined by (5.6). Once a desired permeability profile is chosen, the 

length for which the strain should be applied, lr, given a desired radius location, r, is easily 

determined in (5.7). 

(5.5) 𝐿𝑟 = 𝜋𝐿𝑛 (2𝑟𝑖 +
𝑡

𝐹
(𝐿𝑛 − 1)) (5.6) 𝐿𝑛 =

𝐹(𝑟−𝑟𝑖)

𝑡
 

(5.7) 𝐿𝑟 = 𝜋 (
𝐹𝑟2

𝑡
−

𝐹𝑟𝑖
2

𝑡
− 𝑟 − 𝑟𝑖) 

5.7.1 Assumptions used in Analysis 

As with any numerical analysis and modelling of physical systems, certain assumptions 

must be made. There are three primary assumptions used in this analysis. The first is that the loss 

term, β, does not change with the strain and permeability or temperature. Future work will verify 

this assumption or provide functions and curves to account for the impact. The initial samples 

under investigation have not shown significant variations. Another simplification is that the core 

height, h, or strain annealed ribbon width is constant. While applying strain, the ribbon stretching 

causes elongation in the axis of the applied strain and shrinkage in the other axes. This can result 

in a reduction of the thickness of the ribbon and the width of the ribbon. The cross sectional area 

is consequently reduced. This could lead to a slightly higher than predicted flux density in the 



174 

ribbon required due to the reduced area. The third assumption is that the magnetic and electric 

properties of the core material will not change with temperature. While it has been shown to 

have significant effects, [127], incorporating the full impact requires a specific core thermal 

model. Furthermore, the initial core parameters will remain sufficiently unaffected while the core 

temperatures remain low. It is with the understanding of the variations and the assumptions that 

the forthcoming analysis remains adequate for the understanding of strain annealing effects on 

the total core losses of a finished magnetic core. For this analysis, the loss term and the ribbon 

width, core height, and thickness terms were assumed constant and unvarying with temperature. 

In the forthcoming analysis, the relative permeability, scaled by the permeability of free 

space, µ0, is represented by µ. The subscript denotes the type of strain annealing profile. The 

differential volume of the toroid reduces to the circumference at that radius multiplied by the 

differential radius volume. The ratio between inner radius, ri, and outer radius is denoted with λ. 

As shown in [128], a set of Steinmetz parameters k, α, the frequency, f, and loss component, β, 

can be used to fit the loss curves for an arbitrary excitation using the Steinmetz equation, (2.25). 

As mentioned in a previous section, the authors in [149] showed how a map or surface of 

measured losses can be fitted using (2.25) for several common excitation waveforms. In the 

following analysis, accurate parameters are assumed to have been measured and fitted. The 

scaling factor, k, has a wide range of values and can be used to modify the equation to handle 

parameters extracted for either 1000’s of Hz or kHz. In other words, k, could be different by a 

factor of 1000α depending on if frequency, f, is analyzed in Hz or kHz. The frequency factor, α, 

is typically in the range of 1 - 3 while the flux density term, β, is between 2 – 3. 
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5.7.2 Constant Permeability 

This strain annealing profile has no profile variation from the permeability of traditional 

cores. However, reducing the permeability of the core by applying strain could eliminate the 

need of air gaps or achieve some other specifically desired relative permeability. In this 

application, a constant strain is applied to the ribbon to result in a constant permeability for the 

entire ribbon. Thus the radially dependent permeability is a constant (5.8. As a wound toroid 

core, this strain annealing profile would result in a magnetic flux density profile that is like any 

other core of the same constant permeability. As such, this approach will be used as the baseline 

for comparison of other strain annealing profiles.  

(5.8)  𝜇(𝑟) = 𝜇𝑐 

By averaging the radially dependent flux density over the boundaries of the core it is 

clear that the average flux density is (5.9), where N is the number of turns in the exciting coil and 

I is the exciting current. The resulting core permeance for a core of height, h, is derived from the 

flux and is shown in (5.10). These dimensions can be seen below in Figure 5.1. By using the flux 

density averaged over the entire core and the total core volume in Steinmetz loss equation we can 

see that the losses based on the average flux density is shown in (5.11). 

(5.9) 𝐵𝑎𝑣𝑔 =
𝑁𝐼𝜇𝑐 ln(𝜆)

2𝜋𝑟𝑖(𝜆−1)
 

(5.10) �̂� =
𝜙

𝑁𝐼
= ∫ ∫ 𝐵(𝑟)𝑑𝑟𝑑𝑧 =

ℎ

2𝜋
𝜇𝑐 ln(𝜆)

𝜆𝑟𝑖

𝑟𝑖

ℎ

0
 

(5.11) 𝑃(𝐵𝑎𝑣𝑔−𝜇𝑐
) = 𝑉𝑘𝑓𝛼𝐵𝑎𝑣𝑔

𝛽
= 𝑘𝑓𝛼ℎ𝜋𝑟𝑖

2(𝜆2 − 1) (
𝑁𝐼

2𝜋
)

𝛽

(
𝜇𝑐 ln(𝜆)

𝑟𝑖(𝜆−1)
)

𝛽

 

For understanding the heat injection profile, it is useful to investigate the local power loss 

(5.12). This is equivalent to the heat injection, Q, in the thermal model. Here the volume is the 

local slice of volume. 
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(5.12) 𝑃𝑙𝑜𝑐−𝜇𝑐
= 𝑄 = 𝑘𝑓𝛼ℎ𝐶(𝑟)𝑡𝐵(𝑟)𝛽 = 𝑘𝑓𝛼ℎ𝑡2𝜋𝑟1−𝛽 (

𝜇𝑐𝑁𝐼

2𝜋
)

𝛽

 

Finally, an estimation of the losses using the local flux density is presented in (5.13). This 

method of loss calculation applies the Steinmetz equation to small slices of the core. As such, the 

differential volume is needed. This volume is equivalent to the circumference of the infinitely 

thin slice and is represented by C(r). The height of the core is a scalar to the volume and is 

independent of the radius. 

(5.13) 𝑃(𝐵𝑙𝑜𝑐−𝜇𝑐
) = 𝑘𝑓𝛼ℎ2𝜋𝑟 (

𝑁𝐼

2𝜋
)

𝛽 𝜇𝑐
𝛽

𝑟𝑖
2−𝛽

(𝜆2−𝛽−1)

2−𝛽
 

With two estimations for losses, one based on the average flux density and the other 

based on the summation of local losses, a comparison of differences between the two can provide 

insight into the design cases for which the numerical simplification of using Bavg is valid (5.14). 

A surface of this ratio is shown below in Figure 5.3. It is important to note that all constant 

permeability design cases result in less than a 10% variation in estimation. It is only when ratio 

between inner and outer radii, λ, is high and the loss term, β is low that the estimation difference 

is at its greatest. However, using the average flux density to predict magnetic core losses 

obfuscates the thermal impacts by considering the losses as a whole and not as a profile. 

Furthermore, this loss estimation will miss the loss impacts of different strain annealing profiles 

with the same permeance.  

(5.14)  
𝑃(𝐵𝑎𝑣𝑔−𝜇𝑐)

𝑃(𝐵𝑙𝑜𝑐−𝜇𝑐)
=

ln(𝜆)𝛽(𝜆2−1)(2−𝛽)

2(𝜆2−𝛽−1)(𝜆−1)𝛽
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Figure 5.3: Ratio of Loss Calculation Methods Surface. 

Using (5.13), loss contours for the general design space for power magnetics can be 

established. Specifically, the local losses can be studied under four different scenarios. This 

would be the combination of low and high inner radii and low and high permeability. In this 

case, the low inner radius is 10mm and the high inner radius is 100mm. The relative permeability 

is chosen with the focus of power inductors where low permeability is generally ideal. In this 

case, the permeabilities studied are 10µ0 for the low permeability case and 100µ0 for the high 

permeability case. The values of the contour are loss scalars that reflect division of common 

variables. These common variables are shown below in (5.15). For all of the strain annealed 

permeability profiles, the contours in Figure 5.4 will be used as the baseline to compare the 

impact of a strain annealed induced permeability profile on the toroid’s magnetization losses. 

These curves show the scalar term of a constant permeability design local loss. In other words, a 

constant permeability design total losses could be determined by multiplying (5.15) by a point of 

the curve corresponding to the chosen design. 

(5.15) 𝑘𝑓𝛼ℎ2𝜋 (
𝑁𝐼

2𝜋
)

𝛽

𝜇0
𝛽
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Figure 5.4: Contours of Baseline Values for Losses of Various Toroid Designs. 

A common radius ratio and flux density loss exponent, β, for power magnetics is 2 and 

2.4 respectively. At this design point, the loss scalar for the low permeability designs are 959 and 

382 for low and high inner radii designs respectively. The higher inner radius has a lower loss 

scalar reflecting the lower peak flux density for a given excitation. The high permeability loss 

scalar for the low inner radius is 2.41x105 and it is 9.59x104 for the high inner radius. 

5.7.3 Linear Graded Permeability 

This permeability is a logical assumption to achieve a flat flux density profile. This is 

because the permeability increases proportionally to the radially dependent decrease in 

magnetizing force caused by the increasing magnetic path length at larger radii. Here, the slope 

of the permeability is chosen as µs. The relative permeability scales only as a function radius and 

has no effective offset, by the profiles definition a relative permeability that would be zero at a 

radius of zero if zero relative permeability could exist. The strain should be applied in a stair step 

fashion with increasing length such that each layer of wound ribbon in the toroid is subjected to 
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the same strain and results in the same permeability over the layer. This profile has the minimum 

variation between maximum and minimum flux density as they should, within manufacturing 

tolerances, be the same. The permeability function is shown below in (5.16). 

(5.16) 𝜇(𝑟) = 𝜇𝑠𝑟 

This permeability profile effectively forces each ring of the toroid to be the same 

reluctance. This results in an even distribution of magnetic flux. Other researchers have proposed 

other solutions to achieve the same goals, [150]. However, since these approaches required 

changing the physical cross section of the core, the create numerous manufacturing difficulties. 

With the inline nature of strain annealing, the same effect can be achieved with minimal 

increases in manufacturing processes. 

The average flux density and permeance for a graded permeability profile are shown 

below in (5.17) and (5.18). As mentioned above, the flux density profile is flat such that it is 

equivalent to the average flux density along the entire core profile. Therefore, the flux density is 

no longer dependent on the core radius. The power loss due to the average flux density, (5.17), is 

shown below in (5.19). Again, the basic Stienmetz estimation is used for losses. 

(5.17) 𝐵𝑎𝑣𝑔−𝜇𝑠
=

𝑁𝐼

2𝜋
𝜇𝑠 (5.18) �̂� =

ℎ

2𝜋
𝜇𝑠𝑟𝑖(𝜆 − 1) 

(5.19) 𝑃(𝐵𝑎𝑣𝑔−𝜇𝑠
) = 𝑘𝑓𝛼ℎ𝜋𝑟𝑖

2(𝜆2 − 1) (
𝑁𝐼

2𝜋
)

𝛽

𝜇𝑠
𝛽

 

The local losses are calculated for this profile in (5.20). It is interesting to note that 

despite the flat flux density profile, the heat injection profile along the core is not flat. This is 

because the volume of the core rings increases with the increasing radii of the discrete ring. 

(5.20) 𝑃𝑙𝑜𝑐−𝜇𝑠
= 𝑘𝑓𝛼ℎ𝑡2𝜋𝑟 (

𝜇𝑠𝑁𝐼

2𝜋
)

𝛽
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Finally, the total losses, calculated locally, is shown in (5.21). The percent change in 

losses are shown below in Figure 5.5. In these design comparisons, the slope factor, µs, is chosen 

to ensure that the linearly graded permeability results in the same core permeance as the constant 

permeability core permeance. 

(5.21) 𝑃(𝐵𝑙𝑜𝑐−𝜇𝑠
) = 𝑘𝑓𝛼ℎ2𝜋𝑟 (

𝑁𝐼

2𝜋
)

𝛽 𝜇𝑠
𝛽

𝑟𝑖
2(𝜆2−1)

2
 

 
Figure 5.5: Graded Permeability Toroid Magnetization Loss Percent Change. 

Interestingly, when designed to match the permeance of the constant permeability profile 

the linearly graded permeability, flat flux density profile, design has the same loss increase for 

all four design cases. In fact, it is easily shown that the loss ratio reduces to (5.22) which is 

equivalent to (5.14). Again, using the common radius ratio and loss term for power magnetics of 

2 and 2.4 respectively we can observer that there is a 2.8% additional loss for this profile and 

design point. 

(5.22)  
𝑃(𝐵𝑙𝑜𝑐−𝜇𝑔)

𝑃(𝐵𝑙𝑜𝑐−𝜇𝑐)
=

ln(𝜆)𝛽(𝜆2−1)(2−𝛽)

2(𝜆2−𝛽−1)(𝜆−1)𝛽
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To generalize, the change in losses is independent of the inner radius and the effective 

constant permeability that the graded permeability design is replacing. The increase in losses is 

lowest for high flux density loss terms and low radii ratios. The highest increase in losses is for 

low loss terms with high radii ratios, however this increase is less than a 10% increase. In 

general, there is a minimal penalty of increased losses in magnetic losses for this strain annealing 

profile. The benefit of reducing the peak flux density differences along the core geometry may be 

more important than the costs of slightly increased losses for many designs if they are observed 

in practice. 

5.7.4 Linear Graded Permeability with Offset 

Logically the next straining profile to investigate is a linearly graded permeability that 

has a non-zero y intercept. For this permeability function, the permeability when the radius is 

chosen as zero is nonzero, in contrast to the previously mentioned linear graded permeability 

profile. This profile could account for two common scenarios. First, the magnetic ribbon does 

not have the mechanical strength to withstand the peak strain forces needed for the linearly 

graded permeability. With a lower permeability slope applied, the effective permeability at the 

low end must be increased to ensure that the permeance matches the base case of constant 

permeability. Similarly, the magnetic properties of the ribbon at the beginning and end 

permeabilities could be significantly worse than nominal. To ensure that the magnetic ribbon 

performances is not too far degraded, an operational window of permeabilities could be 

enforced. This minimum and maximum allowable permeabilities would then define ribbon start 

and end permeabilities with a linear slope applied between the two. Functionally, the 

permeability profile is described below in (5.23). One point to note, the subscript for the offset 
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permeability is chose as ‘1’ instead of the letter ‘o’, for ‘offset’, to avoid confusion between the 

strain annealed permeability profile and the permeability of free space, µ0. 

(5.23) 𝜇(𝑟) = 𝜇1 + 𝜇𝑠𝑟 = 𝜇1(1 + 𝑔𝑟) 

In order to simplify the analysis, the offset permeability, µ1, is extracted from the slope 

permeability such that the functional permeability is equivalent to the right most form of (5.23). 

The benefits of this are apparent in investigating the average flux density, (5.24), where the 

offset permeability is treated as scalar to two types of permeability functions, constant and 

linearly graded. Permeance is shown in (5.25). The estimated losses using the average flux 

density is shown below in (5.26).  

(5.24) 𝐵𝑎𝑣𝑔−𝜇1
=

𝑁𝐼

2𝜋
𝜇1 (

𝑁𝐼

𝑟𝑖(𝜆−1)
+ 𝑔) 

(5.25) �̂� =
ℎ

2𝜋
𝜇1(ln(𝜆) + 𝑔𝑟𝑖(𝜆 − 1)) 

(5.26) 𝑃(𝐵𝑎𝑣𝑔−𝜇1
) = 𝑘𝑓𝛼ℎ𝜋𝑟𝑖

2(𝜆2 − 1) (
𝑁𝐼

2𝜋
)

𝛽

(𝜇1 (
ln(𝜆)

𝑟𝑖(𝜆−1)
+ 𝑔))

𝛽

 

The local power, heat injection, for the strain annealed profile that is linearly graded with 

an offset is shown below in (5.27). 

(5.27) 𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ𝑡2𝜋𝑟 (

𝑁𝐼

2𝜋
𝜇1 (

1

𝑟
+ 𝑔))

𝛽

 

The total power loss due to this strain annealing profile is shown below in (5.28). It 

should be noted that Bz[a, b], is the incomplete beta function [151]. The derivation from the 

basic local power loss equation to (5.28) is provided in Appendix A. Again, the utility of 

extracting the offset permeability from the slope permeability is shown through the 

simplification in the derivation of (5.28). Specifically, µ1 is able to be removed from the 

integrand. 
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(5.28) (𝐵𝑙𝑜𝑐−𝜇1
) = 𝑘𝑓𝛼ℎ2𝜋𝑟 (

𝑁𝐼

2𝜋
)

𝛽
(−𝑔)𝛽−2𝜇1

𝛽
(B−𝑔𝜆𝑟𝑖

[2 − 𝛽, 1 + 𝛽] −

B−𝑔𝑟𝑖
[2 − 𝛽, 1 + 𝛽]) 

There are now at least two types of linearly graded permeability with an offset that could 

be compared to the base case. In order to solve for the necessary offset permeability for this 

analysis, two types of permeability slope gains, g, were chosen of 5 and 50 and are represented 

with dashed and solid lines respectively. The percent change in magnetization losses are shown 

below in Figure 5.6 for different geometric and profile design cases. Analytically, the loss ratio is 

shown in (5.29). 

 
Figure 5.6: Graded with Offset Permeability Toroid Magnetization Loss Percent Change. 

(5.29)  
𝑃(𝐵𝑙𝑜𝑐−𝜇𝑔)

𝑃(𝐵𝑙𝑜𝑐−𝜇𝑐)
= (−

𝑟𝑖𝑔𝑙𝑛(𝜆)

ln(𝜆)+𝑔𝑟𝑖(𝜆−1)
)

𝛽 (2−𝛽)(B−𝑔𝜆𝑟𝑖
[2−𝛽,1+𝛽]−B−𝑔𝑟𝑖

[2−𝛽,1+𝛽])

(−𝑔𝑟𝑖)2(𝜆2−𝛽−1)
 

From the above figure and (5.29), there are several interesting conclusions to make. The 

first being that a low slope gain of permeability can provide some improvements in the magnetic 

core losses over most of the design space. While these improvements are small, they are 
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nonetheless significant compared to the linear graded permeability with zero offset where all 

designs had incurred penalty of higher magnetizing losses. Furthermore, the high slope gain also 

shows some loss improvements. However, these improvements are limited to low inner radius 

designs with high power terms. For high inner radius designs, the improvements exist in a much 

smaller design space with penalties that more closely reflect those of the zero offset designs. It is 

also important to note that all of the trends exist independent of the level of the baseline constant 

permeability.  

Again, the common design of a radius ratio of 2 and loss term of 2.4 is chosen as an 

example. For low inner radius designs, a low g of 5, results in a negligible loss reduction of 0.2% 

and for high g of 50, the loss reduction is marginally better at 0.4%. For high inner radii designs, 

the loss reduction for low gains is still small at 0.4% however there is penalty at high gains with 

a 1.8% loss increase. 

5.7.5 Exponential Permeability 

The fourth and final strain annealed permeability profile examined in this analysis is a 

profile that changes exponentially with the core radius. There is a scalar term defined as µe and 

the exponent is the variable c. This profile is defined in (5.30). One motivation of this profiles is 

to effectively invert the flux density concentration in a core. This would shift the heat injection to 

the outer edges of the core where the natural thermal impedance to convection and radiation is 

lower. Similarly, shifting the hotspot to the exterior of a core enables easier access and more 

surface area for application of cooling through a heat sink or other active measure.  

(5.30) 𝜇(𝑟) = 𝜇𝑒𝑟𝑐 

The average flux density and core permeance are shown below in (5.31) and (5.32) 

respectively. 
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(5.31) 𝐵𝑎𝑣𝑔−𝜇𝑒
=

𝑁𝐼𝜇𝑒𝑟𝑖
𝑐(𝜆𝑐−1)

2𝜋𝑐𝑟𝑖(𝜆−1)
 (5.32) �̂� =

ℎ

2𝜋

𝜇𝑒𝑟𝑖
𝑐

𝑐
(𝜆𝑐 − 1) 

The estimation for power losses using the average flux density is presented in (5.33). The 

local heat injection due to localized losses is shown in (5.34).  

(5.33) 𝑃(𝐵𝑎𝑣𝑔−𝜇𝑒
) = 𝑘𝑓𝛼ℎ𝜋𝑟𝑖

2(𝜆2 − 1) (
𝑁𝐼

2𝜋
)

𝛽

(
𝜇𝑒𝑟𝑖

𝑐(𝜆𝑐−1)

𝑐𝑟𝑖(𝜆−1)
)

𝛽

 

(5.34) 𝑃𝑙𝑜𝑐−𝜇𝑒
= 𝑘𝑓𝛼ℎ𝑡2𝜋𝑟 (

𝜇𝑒𝑟𝑐𝑁𝐼

2𝜋𝑟
)

𝛽

 

 Finally, the losses calculated by using the local flux density is shown in (5.35). The 

percent change in losses of the exponential permeability profile are compared to the baseline of 

constant permeability below in Figure 5.7 with the corresponding ratio shown in (5.36). 

(5.35) 𝑃(𝐵𝑙𝑜𝑐−𝜇𝑒
) = 𝑘𝑓𝛼ℎ2𝜋𝑟 (

𝑁𝐼

2𝜋
)

𝛽 𝜇𝑒
𝛽

𝑟𝑖
𝛽(𝑐−1)+2

(𝜆𝛽(𝑐−1)+2)−1)

𝛽(𝑐−1)+2
 

(5.36)  
𝑃(𝐵𝑙𝑜𝑐−𝜇𝑒)

𝑃(𝐵𝑙𝑜𝑐−𝜇𝑐)
= (

𝑐𝑙𝑛(𝜆)

𝜆𝑐−1
)

𝛽 (2−𝛽)(𝜆𝛽(𝑐−1)+2−1)

(𝛽(𝑐−1)+2)(𝜆2−𝛽−1)
 

 
Figure 5.7: Exponential Permeability Toroid Magnetization Loss Percent Change. 
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The contours of Figure 5.7 show the general approach to the exponentially graded 

permeability profile. The first and foremost observation is that regardless of the inner radius 

level or the baseline permeability level the loss changes are the same for this profile when the 

permeance of the profiles is chosen to match the constant permeability permeance. For this 

permeability profile type, when the exponent is low, there are some small benefits in overall 

losses e.g. a loss reduction of 0.2% for the example core of a radius ratio of 2 with a power term 

of 2.4. Higher exponents result in higher losses and significantly higher losses as the radius ratio 

increases with a 9.1% increase in the example core. In fact, with high exponent values, the 

change in losses depends mostly on the radius ratio.  

5.8 Example Comparison of Permeability Profiles  

The different strain annealed permeability profiles are compared in an example power 

inductor through Comsol FEA. This simple design comparison to is used to explore the different 

permeability and core loss profiles for practical applications. The permeability profile and loss 

profile is shown further below in Figure 5.8. The left column of surface plots shows the relative 

permeability of the core for the different strain profiles. The right column shows the local loss 

profile which corresponds to the heat injection, ultimately reflecting core temperature rise due to 

the thermal anisotropy shown in Figure 5.2. 



187 

 
Figure 5.8: FEA Analysis of Constant Strain Annealed Toroids. 

Descending: Graded, Graded with an Offset, Exponential; Left: Permeability Profiles; Right: Normalized 

Losses. 
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For this example, the following variables were set with their corresponding values: with 

an inner radius, ri = 50mm, λ = 2.5 for an outer radius, ro = 125mm, the baseline constant 

permeability, μc = 50, and the loss term, β = 2.5. In order to solve for the remaining variables in 

the offset permeability profile and exponential permeability profile, the values of g and c were 

set to 5 and 1.3. All free variables are solved to ensure that each strain annealed core has the 

same inductance as the constant relative permeability design. 

The tabularized results of the flux density, normalized core loss terms and validity of 

above presented equations for this example, Table 5.3, show the significance of the controlled 

strain annealing approach to impacting the thermal profile of a magnetic core. For a given 

inductor, new thermal management regimes can be employed. For instance, all strain annealing 

approaches reduce the peak thermal injection by reducing the local losses in the core. This 

enables improved performance with minimal redesign. Alternatively, more improvement could 

be achieved by using either the graded or exponential approaches in this example that result in 

the toroid hot spots shifting to the outside. This translates to higher heat injection on the outside 

of the core from the inside. As discussed above, the outer layers of the core have reduced thermal 

impedances for heat flow to ambient. Additionally, the outside of the core is usually easier to 

access physically than the inside of the core. This means that an external heatsink, attached to the 

outside of the core can have a greater impact. The heating is now closer to the highest levels of 

heat injection into the core and thus can better sink heat away from the hotspot of the core. 

Table 5.3: Losses and Peak Flux Density for Various Strain Annealing Profiles. 
Strain Profile BPeak (T) BPeak Reduction  FEA Loss Scalar FEA Vs. Calculated  

Constant 0.081 0 1.0482 0.0010% 

Graded 0.050 -38.13% 1.0992 0.0056% 

Offset 0.072 -11.06% 1.0384 -0.0133% 

Exponential 0.055 -31.79% 1.1596 0.0026% 

These FEA results show that significant improvements in core performance can be 

achieved through strain annealing. Notably, the peak flux density can be significantly reduced 
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while maintain the same inductance. The temperature profile can also be tuned and controlled 

through strain annealing for application advantages. The presented analytical expressions show 

very close correlation with the FEA analysis and are proven to be valid. 

5.9 Hardware Example 

The controls and processing for managing continuous magnetic ribbon straining have 

very recently been completed to enable hardware testing. Two cores were manufactured from 

raw ribbon stock of a cobalt rich metal amorphous nanocomposite. The as cast relative 

permeability is around 80. From this stock material, the two cores were subjected to strain 

annealing to result in a core with a constant relative permeability profile and a graded with an 

offset relative permeability profile. 

The constant permeability core was strain annealed to a permeability of 𝜇𝑐 = 38.3 and 

confirmed with thin strip testing. The linearly strained permeability is slightly more difficult to 

determine due to the nonlinear relationship between strain and resulting permeability. However, 

in this example, the range of strain results in a relatively constant and linear variation. Using strip 

testing on the beginning and the end of the ribbon the permeability function was interpolated to 

be 𝜇𝑔(𝑟) = 𝜇𝑙 + 𝜇𝑠𝑟 = 17.446 + 334𝑟. The average flux density for the two cores of constant 

permeability, 𝐵 𝑎𝑣𝑔𝜇𝑐 , and graded permeability, 𝐵 𝑎𝑣𝑔𝜇𝑔 , is determined using the equations (5.9) 

and (5.24) from the analysis above. The ratio of power loss is then simply determined by 

comparing the ratio of power loss using Steinmetz equation and the respective average flux 

densities as presented in (5.29). Due to uncertainties in the final flux density loss term, β, an 

assumption was made that the two cores were the same β and then the result for a range of values 

was explored for, 2 ≤ 𝛽 ≤ 2.5. This resulted in a loss ratio of 1.185 ≤
𝑃(𝜇𝑐)

𝑃(𝜇𝑔)
≤ 1.376 for the 
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local flux density method and a loss ratio of 1.22 ≤
𝑃(𝜇𝑐)

𝑃(𝜇𝑔)
≤ 1.329 when the losses are calculated 

using the average flux density method. These ratios show a predicted reduction in losses by using 

the strain annealed profile These analytical predictions match very close to the measured results 

where the constant permeability core produced 13.11 W of loss and the linearly graded with an 

offset produced 10.15 W of loss. This resulted in a 22.5% reduction in losses witch agrees very 

well with the previously stated range of loss reduction. 

In order to complete the comparison, it is important to confirm any variation in the 

resulting inductance, (5.37), due exclusively to permeance changes. Ultimately, the graded 

permeability core will be tuned to perfectly match a homogenous permeability core. However, at 

this initial stage, small variations in inductance due to high experimental manufacturing 

tolerances are acceptable. The variation for this experiment is shown below and is shown to be 

within a low tolerance. 

(5.37)  
𝐿𝜇𝑐

𝐿𝜇𝑜

=
𝜇𝑐 ln(

𝑟𝑜
𝑟𝑖

)

𝜇𝑙 ln(
𝑟𝑜
𝑟𝑖

)+𝜇𝑠(𝑟𝑜−𝑟𝑖)
=

38.3 ln(
0.081

0.031
)

17.446 ln(
0.081

0.031
)+334(0.081−0.031)

= 1.0995 

Figure 5.9 shows a thermal line plot of the temperature of the two cores along the radial 

dimension. These lines were developed using a FLIR thermal camera and the FLIR post 

processing software where several temperature measurement lines were taken. Figure 5.9 shows 

the average of all of the lines taken at different angles along the radial dimension. [152] further 

explores the creation, testing and processing of these cores. While there are obvious visual 

differences in temperature between the constant permeability core, and graded with an offset 

core, the total reduction in peak temperature is about 30% from nearly 91.6°C down to about 

62.7°C. Furthermore, the losses measured using the open secondary test, demonstrated in [80], 

show a 25% reduction in core magnetization losses. These results correspond to the predicted 
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analytical results and represent a significant improvement core operation. Importantly, this is not 

a one to one comparison of cores as shown in Figure 5.8. Manufacturing limitations introduced 

variations in total inductance while Figure 5.8 and Table 5.3 compare designs of the same 

inductance. However, using the parameters of the constructed inductors to the presented analysis 

methods correlates very closely with measured results as shown in the analysis above.  

 
Figure 5.9: Comparison of Thermal Line Plots of Steady State Temperature. 

 Constant Permeability Profile (Dashed) and Offset Permeability Profile (Solid) Toroids Along Radial 

Dimension. 

A brief discussion is merited for the relationship between the thermal profiles and loss 

gradient profiles of Figure 5.8. From the loss profiles, one could reasonably expect a constant 

decay of temperature closely related to the decay of the local losses. However, the temperature 

near the inner and outer radii is strongly affected by the relatively low total thermal impedance in 

the radial direction. Specifically, the inner most and outer most layers have a very low 

impedance to ambient because of their exposed broad surfaces. This is shown by the two edge 
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resistive networks in Figure 5.2. These relatively cool layers act as sinks to adjacent layers 

resulting in core temperatures that are lower than one might expect given the heat injection 

profile. Another aspect of this that is not addressed in Figure 5.2, is the heat injection to the core 

from the exciting coils. This is noticeable by the slight increase in core temperature at the core 

edges.  

5.10  Implications and Recommendations for Thermal Management 

As mentioned above the anisotropic nature of the thermal body enforces the local heating 

to follow the local loss with minimal transfer across ribbon layers. Because of this phenomena, it 

is an adequate assumption that the thermal profile and heat injection profile are proportional but 

follow the same general curve. As such, strain annealing can be used to deliberately assist 

magnetic core cooling. The following recommendations will provide uses and examples for each 

of the four presented strain annealed permeability profiles. 

The constant permeability profile is the most elementary of the profiles. The 

manufacturing process is also the simplest as only a single constant tension force is needed. As 

such, the mechanical limits of the ribbon are less of a concern as the tension can be held within 

maxima for all designs. Its use and effect has the least variation from a traditional core. 

However, where the constant permeability core is most applicable is in replacing a magnetic 

component assembled with a core of higher standard relative permeability and an air gap. Now, 

the gap can be eliminated by using a strain annealed core that has the same effective permeability 

as the gapped core. This eliminates the additional losses, e.g. fringing and winding proximity, 

associated with the gap. Thus, a hot spot is eliminated whereby prior cooling is now unnecessary. 

However, because of the method of tuning for all of the other profiles this advantage is not 

unique to this profile.  
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Linearly graded permeability profiles offer the ability to shift the hottest point of the core 

to the outer edges. This has the advantage of working better with external heatsinks. This profile 

has some added complexity in the manufacturing and ribbon stress limits need to be carefully 

avoided. However, if properly implemented, the core is subjected to a uniform flux density along 

the radial direction. With increasing volume, this causes a linearly increasing thermal injection to 

the core. This reduces the thermal gradient to a constant over the entire core profile. 

If there are mechanical or magnetic properties that limit full implementation of the 

linearly graded permeability, adding an offset provides a reliable solution. The resulting thermal 

profile is similar to the constant permeability case. However, the inner radius peak heat injection 

is significantly reduced and the outer radius injection is raised slightly. This approach offers one 

of the most practical design steps as it can accommodate the most constraints and tolerances 

while still providing the benefit of reduced peak temperatures and potentially reduced losses. 

The exponential permeability profile is one of the more interesting cases. While having a 

minimal dependency on core inner radius and base permeability, this profile can provide three 

different approaches to heating profiles. Using a low exponent results in heat injection profiles 

similar to constant and offset permeabilities. Higher exponents have the ability to dramatically 

shift the heat injection to the outside of the core. This can result in more efficient external heat 

sink operation. Finally, by carefully choosing the exponent, the heat injection profile can be 

reduced to a constant. This uniformly heats the core and eliminates the radially dependent 

hotspots. 

The ability to choose a permeability profile and specific variations in the profile offers a 

new tool in magnetics design. These variables enable new approaches to multi-objective 
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optimization. New optimization points and designs are available that can fit new operational 

spaces. 

5.11 Future Work and Conclusions 

Future work will further quantify the magnetic ribbon variations due to strain annealing. 

This will allow the loss predictions to incorporate these dynamic impacts. Similarly, the loss 

model will be tightly integrated with the heat injection. This will provide further insight into the 

optimal strain annealing profiles to achieve final core temperature profiles. Similarly, more 

experimental results will be developed by assembling cores of the various profiles.  

Fundamentally, the process of designing a magnetic core permeability profile through the 

use of strain annealing offers another tool in a magnetics designer toolbox. Four fundamental 

profiles were presented with analytical expressions for losses and heat injection. These heat 

injection terms can be coupled with the presented anisotropic thermal model to better predict a 

magnetic cores thermal profile and to anticipate potential hotspots. This prediction was verified 

using line scans of two experimentally verified toroid cores employing the constant permeability 

and linearly graded with offset profiles. Furthermore, the total losses measured were accurately 

predicted using the presented profile dependent loss equations.  

The benefits of the strain annealing tool can come at the cost of increased losses 

depending on the desired design space. Sets of curves were presented to be used in the design 

screening process. It was shown that some profiles can reduce the toroid total losses while also 

providing the aforementioned thermal and flux control benefits. It is with these benefits in mind 

that new recommendations for a combined design process utilizing strain annealing and heatsink 

placement was provided for improved cooling performance. Thus, strain annealing a magnetic 
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ribbon core to provide a specific permeability profile represents a new paradigm in magnetic 

core design. 
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CHAPTER 6: APPLICATION EXAMPLES 

6.1 Motivation 

This chapter will chow the efficacy of the presented additions to the field of medium 

frequency magnetics. As discussed in the preliminary introduction, there are numerous 

applications where the presented techniques and models will provide optimized solutions. The 

following examples are meant to highlight various aspects of the modelling. Similarly, digital 

power concepts will be explored in this chapter through converter controller development. The 

designs will show how both the magnetics and the converter control design can be explored 

together for optimal systems. 

6.2 Series DC Active Filter Coupling Transformer  

6.2.1 Introduction 

Medium voltage DC (MVDC) microgrids are growing in popularity in a variety of fields 

[153], [154], [155]. The US Navy has proposed a MVDC testbed with stringent requirements, 

presented in Table 6.1. Figure 6.3pictorial shows the waveforms and requirements described in 

Table 6.1.This platform is used to validate equipment for the next generation intelligent power 

system (NGIPS) for future warships with a roadmap seen in Figure 6.1 [156], [157]. Figure 6.2 is 

a photo of just such warship, the Zumwalt class destroyer. In these systems, it is desirable to us a 

high power medium voltage DC bus for energy distribution. Particularly with warships but also 

with remote DC grids, efficiency is paramount. 

The MVDC amplifier provides a highly flexible test bed to help with the development of 

new technologies. It represents both a testing platform for MVDC systems as well as a highly 

capable MVDC Grid generator. This is critical in studying the unique electrical load structure of 
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onboard typical next-generation ships. In particular, the amplifier should be able to produce 

voltage steps of high slew-rate and minimal voltage excursions during a load step. An illustration 

of amplifier performance requirements is given in Figure 6.3 and the dynamic specifications for 

a 7.5 kV MVDC system, mentioned in [158], are provided in Table 6.1. 

One high efficiency rectifier is a 12 pulse line commutated rectifier. However, this 

system produces a lot of voltage ripple and needs significant filtering. The DC Active filter has 

shown promise as a power converter that can provide both static and transient compensation, 

step flux injection, to a noisy medium voltage DC bus like 12 pulse active front ends (AFE). 

Most notably, the DC active filter is an integral part to achieving the performance specifications 

of the medium voltage amplifier, a system used to test the NGIPS when used as a DC bus filter 

with conventional thyristor rectifiers. Figure 6.4 shows how the DCAF can be connected with the 

rectifier. Depending on the connection type, the topology is either a series or parallel active filter. 

The active filter can be designed to work with a passive filter, a hybrid topology, or it can 

mitigate all of the ripple, active only. Table 6.2 shows the basic topology of the active filter 

based on its connection. One of the main drawbacks with the parallel active filter is that the 

coupling transformer must withstand all of the voltage of the DC bus. This requires the 

transformer to have significant amount of insulation, increasing size, weight and cost. As such, 

only series connected, series DC active filter (SDAF) topologies will be investigated.  

In this medium-voltage dc amplifier system, the SDAF a series dc coupling transformer 

(SDCT) provides steady state filtering and improved dynamic response as well as an isolated 

coupling between the AFE and SDAF [159], [160], [161]. Others have shown topologies that do 

not provide isolation [162], [163]. This SDCT couples the DC active filter and the DC bus 

supplied by a thyristor rectifier, as seen in Figure 6.5. In the series topology, the primary side of 
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the transformer connects to the DC bus and the secondary side connects to the active filter. As 

such, the primary side of the SDCT carries the full load DC current. Without careful design, the 

transformer can easily saturate.  

This application example investigates various DC active filter topologies and 

demonstrates a SDAF with a series SDCT. The section is organized as follows: the first section 

discusses the design and selection of passive components for both the DC bus low pass filter for 

hybrid topologies and the SDAF switching ripple filter. The next section provides an overview of 

general design requirements for the transformer construction and implementation. The following 

section provides an overview of design and control techniques that are critical to avoid core 

saturation with two techniques focused on in detail. The final section evaluates the designs in a 4 

kVA, 380 VDC laboratory-scale test-bed, Figure 6.30. 

Various design issues of the MVDC amplifier are presented in [158]. This section 

presents design considerations and the aspects of the SDCT based on which a design 

methodology is derived for the MVDC amplifier system. In what follows, first, design 

considerations for series dc coupling transformer are explained, and second, a design 

methodology for the transformer is presented. Design cases, preliminary transformer 

characterization and experimental results for the laboratory-scale evaluation of SDCTs are then 

provided. Finally, a summary of key points to consider in the design has been summarized with 

respect to experimental results. 
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Figure 6.1: Navy NGPIS Technology Projection 

 
Figure 6.2: Photograph of US Navy More Electric Ship: Zumwalt Destroyer. 

Table 6.1: MVDC Performance Requirements. 
Performance Metric Value Condition 

Voltage Rise/ Fall Time 1.5 mS .3 Step 

Voltage Slew Rate 4.5 V/μS .3 Step 

Load Step Recovery Time 2.5 mS .4 Step 

Voltage Excursion 15 % Max 

Dead Time 0.2 mS  

DC Ripple 3 %  

DC Error 1.5 %  

 
Figure 6.3: Illustration of MVDC Amplifier Performance. 
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Figure 6.4: Connection of Rectifier with Filter Options. 

Table 6.2: DC Active Filter Topology Variations. 
 Series Connection Parallel Connection 

Hybrid Active 

 

  
Active 

Only 
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Figure 6.5: Topology of Thyristor Based MVDC with SDCT. 

6.2.2 DC Bus Low Pass Filter 

This low pass filter is designed to play two key roles in the MVDC amplifier system. 

First, this filter provides damping to higher order harmonics above the bandwidth of the SDAF. 

Furthermore, the inductance provides loading stiffness to the thyristor rectifier that improves 

stability as seen described in [164]. This low pass filter also provides a distinct measurement 

point for traditional SDAF control [165]. As such, this filter was designed for 2 kHz with the 

understanding that the SDAF would compensate up to the 24th harmonic or 1440Hz. However, as 

will be shown in the laboratory evaluation, adequate controls completely eliminated the need for 

the low pass filter at such low frequencies. In fact, only a low pass filter to assist in blocking any 

DCAF switching ripple is necessary and a simple inductor is sufficient. 

6.2.3 SDAF Switching Ripple Filter Design 

This section explores two passive filter types for attenuating the switching ripple from the 

SDAF. Because the converter switches using three level PWM, switching harmonics are twice 

the switching frequency. A resonant trap filter is recommended to eliminate this noise from the 
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SDAF injected current. Figure 6.6, shows a c type topology described in [166] and the frequency 

response of the individual passive components that make up the shunt branch and the SDAF 

voltage frequency response.  

LT

LR

CT

R
CR

 

 
Figure 6.6: C-Type Topology Switching Ripple Filter with Resonant Trap. 

Topology (Left) and Frequency Response (Right) 

LT and CT establish the basic low pass filter with a cutoff frequency sufficiently higher 

than the rectifier ripples at the 24th harmonic. LR and CR are tuned to resonate at twice the 

switching frequency as mentioned above. In order to minimize the interaction between CT and 

CR, CT should be greater than 10x CR. However, a low pass resonance at CT’ where the series 

connection of LT interacts with the parallel connection of CR, and CT dominates. In order to damp 

the low pass resonance, and increase the notch attenuation, R is introduced. Increasing R 

however, extends the corner frequency of the dominant low pass. Too much R allows the 

amplification resonance between LT and CR to become a factor. Therefore, careful consideration 

must be made to find a damping R that achieves adequate attenuation at the switching frequency 

while also providing sufficient damping of off frequency resonances. By placing the resonant 

branch and damping resistor in series with CT the overall shunt impedance can be increased. 
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However, this series connection shifts the resonant notch to CR’, the resonance of LR with CR and 

CT in series. In order to aid in the design, the shunt impedance is shown below in (6.1). 

(6.1) 𝑍𝑠ℎ𝑛𝑡 =
𝑅𝑠3+

1

𝐶𝑇
𝑠2+

𝑅(𝐶𝑅+𝐶𝑇)

𝐶𝑇𝐶𝑅𝐿𝑅
𝑠+

1

𝐶𝑇𝐶𝑅𝐿𝑅

𝑠3+
𝑅

𝐿𝑅
𝑠2+

1

𝐶𝑅𝐿𝑅
𝑠

 

An alternative topology and corresponding frequency response can be seen in Figure 6.7. 

Using the alternative design, similar damped low pass action can be achieved while also having 

the ability to independently tune the resonant branch. Simply having the resonant branch as a 

shunt introduces a significant amplification spike corresponding to the LR, LT and CR resonance. 

Furthermore, the damping resistor needs capacitance for DC blocking and higher low frequency 

impedance. This DC blocking is particularly important when active DC injection is implemented 

by the SDAF. Again, this shunt impedance is listed for clarity in (6.2). 

LT

LR

CT

R

CR

 

 
Figure 6.7: Parallel Shunt Switching Ripple Filter with Resonant Trap. 

Topology (Left) and Frequency Response (Right) 

(6.2) 𝑍𝑠ℎ𝑛𝑡 =
𝑅𝑠3+

1

𝐶𝑇
𝑠2+

𝑅

𝐶𝑅𝐿𝑅
𝑠+

1

𝐶𝑇𝐶𝑅𝐿𝑅

𝑠3+
𝑅

𝐿𝑅
𝑠2+

𝐶𝑇+𝐶𝑅
𝐶𝑇𝐶𝑅𝐿𝑅

𝑠
 

It is clear from (6.1) and (6.2) that the two filters are similar however the key aspect is the 

differences resonant point and the sensitivity of those points to changing components.  
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The SDCT magnetizing inductance has some impact and should be designed considering 

[165] while also keeping a minimal number of turns to reduce copper loss. Both frequency 

responses include the magnetizing inductance and show the minimal impact it has on the overall 

filter performance. However, this minimal impact only holds while the magnetizing inductance, 

Lm, is sufficiently large. For both frequency plots, the components values are listed in Table 6.3 

below with an adequate Lm. These values are those that are implemented in the laboratory test 

bed as well. 

Table 6.3: Switching Ripple Filter Component Values. 
Component LR CR R LT CT LM 

PU at 720 Hz 0.013 9.8 0.2 0.03 0.71 1.33 

6.2.4 General SDCT Design Considerations 

The SDCT is a crucial and integral component of the amplifier system as shown in Figure 

6.5. The transformer role is to couple the active filter to the amplifier by connecting it in series 

across the medium-voltage dc-bus and as such, it has to sustain a potentially large dc current bias 

under steady-state conditions. Further, it should be able to ride through dc current excursions 

during system transients. From the series active filter point of view, the transformer has to do 

both steady-state and dynamic volt-second, flux, injection in order to meet the system ripple 

factor and transient dynamic specifications [158].  

Figure 6.8 shows the above mentioned facts through the simulated in the 

MATLAB/Simulink environment. It shows the amplifier response to a first-order target dynamic 

request. Therefore, the design of the transformer is driven by both the dc amplifier system and 

the active filter functional requirements. The system dc dynamics are affected by series 

connection of the SDCT and on the other, active filter performance and power rating are affected 

by magnetizing inductance of the SDCT [165]. Some important design considerations are 
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mentioned in the following sub-sections. The transformer should also work in the linear region 

over the entire operating range of the system which will be discussed in the next section. 

 
 

 

 

Figure 6.8: Compensation Requirement for the SDAF During  

Static Flux During Positive Half Cycle (Left) and Dynamic Flux During Step Request 

(Right). 

6.2.4.1 SDCT Magnetic coupling 

The transformer should have strong coupling, which can be provided by magnetic 

materials with high permeability. This is to minimize leakage inductance that would degrade the 

voltage step response. The design will have to consider the necessary if an air gap is used to 

ensure the flux density, Bmax, injected by the active filter is less than Bsat of the core. In this case, 

high permeability will give strong coupling but not necessarily high magnetic force, H, to B gain. 

Other saturation mitigation techniques could avoid the air gap and maintain a high gain. 

6.2.4.2 SDCT Size and Volume 

Considering size and volume requires choosing a magnetic material with high maximum 

flux density, Bsat, to achieve low magnetic core cross sectional area and thus, smaller core 

dimensions. Another advantage to this choice is minimization of the perimeter of the core cross 
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section, an important parameter for influencing the conductor length and losses. Similarly, core 

properties such as stacking factor, sf, can maximize the magnetic material to total core cross 

sectional area ratio, thereby further reducing the overall volume. Reducing the overall core 

volume also reduces the total core loss for a given induction and frequency operating point. 

The size and volume should also be reduced for economic reasons, less material and 

smaller profiles generally cost less. Due to magnetic and economic reasons, size and volume are 

necessary considerations in the optimization of design. Given the long term costs of losses, it is 

advisable to optimize the magnetic design to achieve maximum efficiency keeping the volume of 

core under a reasonable constraint.  

6.2.4.3 SDCT Copper loss 

This is an important factor as the transformer carries a large dc current in its primary 

winding. While the DC current is out of the designers’ control, the winding resistance is. The 

winding resistance will mostly be influenced by the length of the wire but other parameters 

should be considered e.g. skin and proximity effects that are important with the active filters 

higher frequency components. Choosing a core material with a high Bsat will allow designers to 

use less turns and consequently less winding length. Since the magnetizing inductance is 

influenced by the turns squared, small increases in Bsat can lead to significant decrease in the 

required turns. Similarly, if the number of turns can be reduced significantly to enable a low 

number of winding layers, the penalty due to the proximity effect can be greatly reduced. 

6.2.4.4 SDCT Core Loss 

The active filter, with switching frequency of approximately 20 kHz, is injecting 

harmonics at multiples of ac-line frequency. Hence, the magnetic core should have low loss 
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characteristic. A typical design point is to develop the transformer from the copper loss to core 

loss ratio. Higher Bsat cores can have significantly higher core losses, minimizing the ratio.  

One advantage to shifting the loss distribution to the core is the capacity for heat 

dissipation of the core relative to the copper windings. The core can and should have thermally 

efficient contact to heat sinks open to the outside environment. Similarly, the thermal mass of the 

core is higher due to the higher mass. Finally, heat in the windings has fewer avenues to 

dissipate. Therefore, sacrificing less optimal core losses can lead to more optimal and stable 

design. 

It has been discussed in previous sections but it will be represented here for convenience. 

Steinmetz's equation provides a method for determining the power loss by volume for sinusoidal 

flux (2.25). An improved equation, described in [50], can incorporate arbitrary flux wave form 

with DC offset, (6.3). 

(6.3) 
𝑃

𝑉
=

1

𝑇
∫ 𝑘𝑖

′ |
𝑑𝐵

𝑑𝑡
|

𝛼
(Δ𝐵)𝐵′−𝛼𝑑𝑡

𝑇

0
 

6.2.4.5 SDCT Core Magnetostriction 

Similar to the core loss, magnetostriction is a quality of the transformer that leads to 

audible noise from the magnetizing force in the core. This force causes the core material to 

expand or contract as a solid body. This force will also cause expansion and contraction at joints 

in the core where the body is not rigid. Again, similar to core loss, magnetostriction follows a 

hysteresis loop from magnetic force H, from which the flexing of the material is seen. The 

flexing causes air displacement and thus audible noise. 

The deformation of ferrous materials was described in [167] to have a hysteresis loop. 

Coupled with this property is the shift in the loop due to DC bias. It is therefore a key design 

point to determine the structural design of the core that minimizes joints, air gap regions, which 
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would lead to device movement. [168] describes building the transformer with step lap 

laminations that would improve the joint strength as the joint is now staggered along the 

lamination profile. This is different from the standard lamination where the gap lies on either 

side of joint center line. However, the step lap process requires higher grade steal and more 

precise manufacturing processes leading to a more expensive design.  

Other options for reducing noise consider the transformer housing and installment. Stiff 

clamping can reduce the flexibility of gap joints. The clamping should focus on the direction of 

the flux path. However, due to fringing flux that would enter the core at oblique angles it is not 

always possible to constrain the core perfectly. Hence, it is recommended to clamp joint 

locations in as many surfaces/edges as feasible. Similarly, the bound core should be anchored to 

a sturdy base. The anchor should be sufficiently sized so as to reduce overall transformer 

vibration. This design is necessary for the series DC transformer due to DC bias and higher 

frequency flux. 

6.2.4.6 SDCT Insulation System and Requirements 

Insulation is obviously a significant requirement for the transformer design. In a practical 

system, the common mode DC voltage of the primary side can be as high as 24KV [158]. The 

AC voltage that the transformer will withstand is significantly less. Therefore the standard 

techniques recommended in [168] and common materials of [169] for low to medium voltage 

can be used to insulate between windings for this design. Disk winding of individual coils can 

minimize the gradient of voltage across the primary winding relative to the helical winding used 

experimentally. The proximity effect and increased winding length should be considered and 

reduced as much as possible while using disk winding techniques. An insulating bobbin is also a 

critical element in insulating the grounded core from the high DC voltages. Similarly, the 
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transformer can be submerged in oil based materials witch improve the dielectric constant 

between windings and aid in cooling.  

6.2.5 Overview of DC Bias Mitigation Techniques 

There are four basic ways to design and control the DC bias flux in the series DC 

coupling transformer (SDCT). The most elementary, and typical of traditional high DC flux 

magnetic designs is to introduce an air gap in the transformer core. Since this is such a common 

procedure, it will be one of the focus designs of the SDCT. Two other options negate the DC bias 

flux with auxiliary flux sources. In the static case, a permanent magnetic is selected to provide a 

negative DC bias flux near the maximum expected DC bias flux from the load current. A more 

dynamic approach is to use a tertiary winding that tracks the load generated bias flux and 

actively tries to match it in a cancelling way. Finally, the dynamic DC bias flux cancelation can 

be integrated into the controls of the DC active filter (DCAF) to great effect with minimal cost. 

This final solution has several advantages and will be discussed in detail with a hardware design 

example. This overview will highlight the principal design method as well as provide an FEA 

analysis of the maximum DC load using FEMM and a lossless BH loop of the full system 

operation using Plecs Magnetics showing the efficacy of the approach. A summary of the study 

is presented below in Table 6.4. 

Table 6.4: Summary of Flux Mitigation Techniques. 

6.2.5.1 Fixed Air Gap DC Flux Mitigation 

As mentioned above, introducing an air gap in the core is a common practice in 

magnetics that carry a high DC bias flux. This approach has the advantage of a simplified design 

Mitigation Method Air gap Required BH Operating Points External Flux Source Experimental Model  

Air gap Yes, Designed Positive and Negative Knee No Yes 

Permanent Magnet Yes, PM Length + Designed Negative Knee to Positive Linear Yes  [170], [171]  

Auxiliary Winding No All Linear Yes  [172]  

Active DCAF No All Linear No Yes 
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and construction. However, it is a static design and therefore difficult to scale for all designs. 

Furthermore, the air gaps in the core introduce mechanical joints that require increases in 

transformer superstructure for adequate housing. These joints also increase the core losses 

through fringing losses where the flux warps around the edge of the gap, introducing localized 

increases in eddy currents. An FEA analyses below, Figure 6.9, shows how the air gap can be 

used to prevent the core saturation during the worst case loading conditions. However, as seen in 

the simulated BH curve of this design, Figure 6.10, transient overshoots can drive the 

transformer into saturation. Furthermore, the transformer magnetizing permeability is effectively 

reduced requiring higher amp-turns to achieve the same induction levels. This design used four 

1mm gaps at all four corns. The distributed gap approach reduces the fringing effects. A lapped 

gap design, using magnetic ribbon, could further reduce fringing with a highly distributed gap. 

Due to the nuances necessary in designing the transformer with an air gap for the SDCT despite 

the common use of air gaps, a hardware example is presented and demonstrated in a following 

section. 

 
Figure 6.9: Gapped SDCT FEA.  
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Figure 6.10: Gapped SDCT BH 

6.2.5.2 Permanent Magnet DC Flux Mitigation 

A permanent magnet (PM) provides a static DC flux in the core that can be used to 

neutralize the expected load current [170]. The air gap also acts as air gap if it is in line with the 

core material. This enables a compromise design between the length of air gap and effective DC 

flux injection of the PM. In [171], the authors provide a hardware example for a coupling 

transformer in their solid state transformer. Their coupling transformer carries significant DC 

current like the SDCT. While the demonstration below shows the PM in series with the core, 

[170], places the PM on the edges of the gap. While this solution is very effective at eliminating 

the DC bias at the designed load conditions, as studied in Figure 6.11, low load conditions and 

transients can be problematic. As seen in Figure 6.12, the core operating in the knee of the curve 

and effectively negatively saturated during the low load operation. The static design of the PM 

and the continued existence of an air gap has the same drawbacks as the air gap method 

mentioned above. Furthermore, the expense of the PM can be a factor as rare earth medals are 

costly components of PMs. This design can have benefits for high load conditions and depending 

upon the system operating times may be a suitable solution. 
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Figure 6.11: Permanent Magnet SDCT FEA 

 
Figure 6.12: Permanent Magnet SDCT BH 

6.2.5.3 Auxiliary DC Injection DC Flux Mitigation 

A simple dynamic approach to mitigating the DC flux was presented in [172]. This 

approach requires an auxiliary converter and a tertiary winding. This auxiliary convert can be a 

simple DC-DC converter operating in current control mode. It then injects the necessary DC 

current into the tertiary winding to cancel the DC bias flux from the load. This has the advantage 

of completely following the DC bias flux during all operating points. However, it requires an 

auxiliary converter that requires a separate supply and so the costs are increased. A simplified 

model of this circuit is shown below in Figure 6.13. As seen in the FEA study in Figure 6.14, this 
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can effectively eliminate the load bias flux. However, the transformer needs to be designed with 

the space necessary to fit the tertiary winding. Given tight controls, the auxiliary converter can 

very effectively prevent saturation during all operating points, Figure 6.15. Furthermore, this 

design requires no air gap, allowing for a high B of H gain. 

DC- DC 

Converter 

SCDT  with Auxiliary Winding

Passive Filter

DC Active 

Filter 

AC DC

DC 

Load

 
Figure 6.13: SDCT Auxiliary Converter for DC Injection. 

 
Figure 6.14: Auxiliary Winding SDCT FEA 
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Figure 6.15: Auxiliary Winding SDCT BH 

6.2.5.4 Active Filter DC Injection DC Flux Mitigation 

Another, dynamic solution is presented in [171]. This follows a similar approach to 

mitigating the DC load flux by actively injecting an opposing DC bias flux. However, it has the 

advantage over [172] by eliminating the tertiary winding and auxiliary converter. A simplified 

diagram of this method is shown in Figure 6.16. As can be seen in Figure 6.17 and Figure 6.18 

this design also effectively eliminates the DC bias flux and allows the SDCT to stay in the linear 

region during all operating points of the SDAF. Interestingly, in comparing Figure 6.14 and 

Figure 6.17, less flux lines cross coils implying lower losses during DC transients. However, this 

would be a minimal contribution to overall efficiency. This design is discussed in detail in the 

hardware validation of this approach. 
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Figure 6.16: Proposed Circuit Topology for Active DC Injection. 

 
Figure 6.17: Active DC Injection SDCT FEA. 
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Figure 6.18: Active DC Injection SDCT BH. 

6.2.6 Air Gap Flux Mitigation Design Methodology 

6.2.6.1 Principal Design Constraint 

The initial design procedure adopted here, results of which are reported in the following 

section, is for the laboratory-scale dc amplifier test bed. The design is carried out based on worst-

case net flux linkage swing calculation. This ensures that the series DC transformer will not 

saturate under any active filter request. Two major components considered are the flux linkage 

swing caused by the maximum dc current flowing through the primary (dc-side) of the 

transformer, and the maximum volt-second (flux) injection on the secondary (active filter side) 

of the transformer. The sum of these two components should be less than the saturation flux 

density of the core. Therefore, the total flux linkage through core is shown in (6.4). 

(6.4) 𝜆𝑐 = 𝜆𝑐−𝑑𝑐 + 𝜆𝑐−𝑎𝑐 

Here λc is the flux density in the core with subscripts dc and ac representing the 

respective components. Expanding these terms and identifying their source for clarity leads to 

(6.5). λc, Rec is the flux linkage due to the DC load current through the primary winding and λc, ac-
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AF is the flux linkage injected into the system by the active filter to diminish DC voltage ripple. 

λc, dc-AF is the flux linkage asked of the active filter to improve DC bus step response.  

(6.5) 𝜆𝑐−𝑚𝑎𝑥 = 𝜆𝑐−𝑑𝑐−𝑅𝑒𝑐 + 𝜆𝑐−𝑑𝑐−𝐴𝐹 + 𝜆𝑐−𝑎𝑐−𝐴𝐹 

Redefining the terms in (6.5) to system metrics presented in Table 6.1, leads to (6.6). 

Here, V0 is the steady state DC voltage before a step response. λc, ac-AF, max is the flux of the AC 

ripple compensation by the active filter. This is found by taking the integral of a half cycle of the 

ripple voltage. An initial design can simply consider the fundamental ripple, 720Hz but a more 

accurate model would consider additional harmonics. 

(6.6) 𝜆𝑐−𝑚𝑎𝑥 = max (𝐿𝑚𝐼𝑑𝑐 +
(𝑉𝑠𝑡𝑒𝑝−𝑚𝑎𝑥−𝑉0)𝛥𝑡

2
+ 𝜆𝑐−𝑎𝑐−𝐴𝐹) 

(6.7) 𝜆𝑐−𝑚𝑎𝑥 < 𝑁𝑝𝑟𝑖𝐵𝑠𝑎𝑡𝐴𝑐 

Finally, in (6.7), the flux injection is checked against the transformer design to ensure 

that saturation will not occur. Adding pessimistic assumptions throughout the process can 

provide a more robust design.   

6.2.6.2 Optimal Core Design  

Using (6.7) and fundamental equations considering geometry, a parametric sweep can be 

used to determine the optimal transformer design. One such sweep was performed for the two 

core materials investigated in this section. Due to the nonlinear and discontinuous nature of the 

optimization, developing a script is recommended.  
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Figure 6.19: SDCT Winding and Core Geometry: M Rows and N Columns. 

Figure 6.19 shows the understudied structure of the core and winding geometry. It has 

been assumed that the turns-ratio is equal to one. The first step then is to choose the width and 

height of the core for a chosen area A using (6.8) below. Where, L and B are the width and 

height of the core respectively. It is important to make sure that the choice of L and B are made 

such that the perimeter of the winding surface, (6.9), is of minimum length. Here, P is the 

perimeter of the winding surface. Using the above two equations and differentiating to get the 

minima we get (6.10) with solution (6.11).  

(6.8) 𝐴 = 𝐿𝐵 (6.9) 𝑃 = 2(𝐿 + 𝐵) 

(6.10) 
𝛿𝑃

𝛿𝐿
= 2 (1 −

𝐴

𝐿2) = 0 (6.11) 𝐿 = 𝐵 = √𝐴 

This shows that for optimal design both width and height should be of same value. The 

window size has to be chosen such that both length of winding conductor and spatial volume of 

the core are optimal. This has been done to make sure that the volume of the core is constrained 

to avoid unreasonably costly shapes. This way the total copper loss is limited while limiting the 

core volume and weight at the same time. As shown in Figure 6.19 a method must be devised to 

come up with optimal values of M and N for a given number of turns, No. 
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6.2.6.3 Optimal Winding Length Design 

It can be easily concluded that the total number of turns, NT, the sum of both windings No 

(6.12), should be divided into a rectangular arrangement such that the product of 2M, the number 

of rows, and N, the number of columns, is just larger or equal to NT. To constrain the core 

dimensions, this rectangular arrangement should be the nearest rectangle to a square. Following 

these design goals, (6.13) and (6.14) should be used to determine M and N.  

(6.12) 𝑁𝑇 = 2𝑁0 (6.13) 𝑀 = ⌊√𝑁𝑡⌋ (6.14) 𝑁 = ⌈
𝑁𝑇

𝑀
⌉ 

 
 

Figure 6.20: Slice View of Circular Winding Around a Core Leg. 

The following method has been used to fix the geometry of this arrangement. As the 

winding surface has right angular edges, the windings would not completely wind around the 

surface without leaving air gap. A pessimistic approach of calculating winding length would be 

to consider them circular as shown in Figure 6.20. This way, the estimated loss would be slightly 

higher than experimental which is usually desired by manufacturers. Using a wire of diameter d, 

the radius, r, of each row, n, can be derived as in (6.15). The total length LT of wire then is 

determined by (6.16). 

(6.15) 𝑟 =
𝐿

√2
+

(2𝑛−1)𝑑

2
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(6.16) 𝐿𝑡 = 2𝜋𝑟 ∑ (𝑁 + 𝑁(𝑁 − 0.5𝑀 − 1))0.5𝑀−1
𝑁=0  

The winding loss, PCu is closely coupled with the conduction current and the total 

winding length such that if the skin effect and temperature variations resistivity, ρ are neglected 

only (6.17) need be considered, understanding that this is a low estimate due to assumptions. 

Finally, the volume, V, of the core can also be derived as following as in (6.18). Here to present a 

more pessimistic value and thus be closer to the real design, the winding diameter is increased by 

10% to account for non-ideal wrapping of the wire. 

(6.17) 𝑃𝑐𝑢 = 𝐼𝐷𝐶
2 𝐿𝑇𝜌𝑤𝑖𝑟𝑒 (6.18) 𝑉 = 4𝐿3 + 2. 2𝐿2𝑑(𝑁 + 𝑀) 

This optimization focused on the primary winding and core topology. In this case we 

assumed that an arbitrary cross sectional area and air gap could be utilized for construction. 

Similarly, we fixed the conductor parameters and did not attempt to oversize the conductor. In 

order to make meaningful comparisons, data is presented as a percentage of the maximum value.  

6.2.6.4 Optimization of AMCC and JFE Cores 

A parameter sweep determines the geometry specific transformer copper loss, which is 

independent of core material. Using this data, designs utilizing the AMCC and the JFE cores can 

be explored. The AMCC and JFNHF core analysis results are shown in Figure 6.21.Both 

variation of normalized volume and copper loss has been shown. As expected both volume and 

copper loss increased with an increase in air gap length. However, with increasing number of 

turns, the copper loss increases while volume decreases. It should be noted that the variation of 

copper loss has several local peaks. This is due to the step-wise non-linear geometry selection 

mentioned in (6.13) and (6.14).  
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Figure 6.21: SDCT Normalized Volume and Copper Loss vs. Turns and Gap Length. 

AMCC Core (Left) and JHNF Core (Right) 

It should be noted that owing to a higher Bsat, and larger stacking factor, JNHF cores have 

lower volume and more valid parameter selections. This is further illustrated in Figure 6.22 

where the two SDCT designs are compared for an air gap of 4mm. As mentioned in earlier 

sections, the analysis presented in this section based on copper loss, neglecting core loss.  

 
Figure 6.22: Volume and Loss Comparison of JFE and AMCC Cores gap = 4mm. 

6.2.7 Active DC Flux Mitigation 

6.2.7.1 Dynamic Saturation Mitigation SDAF Control 

In this section, the design motivation for DC flux mitigation is described. The potential to 

use the controller for variable magnetizing inductance is also highlighted as an artifact of certain 
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material properties and the SDAF control of DC flux. Next, the controller structure with DC flux 

and ripple control is described. The controller is and DC flux cancelation is verified in Plecs 

magnetics domain and in FEA simulations. 

6.2.7.2 Transformer Design Considering DC Flux 

One of the key design issues of the SDCT is saturation avoidance. As with any magnetic 

component, the maximum flux density must be limited within the saturation flux density, BSat, 

unique to each material. In [173], the authors showed that this constraint is not trivial when 

considering the SDCT in the SDAF topology. Given the desired performance from Table 6.1, the 

SDAF subjects the SDCT to the core flux, λc, constraint as shown in (6.19).  

(6.19)  𝜆𝑐 = 𝐿𝑚𝐼𝐷𝐶 +
(𝑉𝑠𝑡𝑒𝑝−𝑉0)Δ𝑡

2
+ 𝜆𝐴𝐶 < 𝑁𝑝𝑟𝑖𝐵𝑠𝑎𝑡𝐴𝑐 

Where Lm is the SDCT magnetizing inductance, IDC is the DC load current in the primary, 

Vstep, V0, and Δt are step time metrics and λAC is the flux injection needed to compensate ripple 

voltage. Npri is number of primary windings; BSat and Ac are transformer core properties. A 

common approach to satisfying this inequality is to introduce an air gap with a high BSat material. 

Introducing an air gap increases the transformer reluctance leading to a reduction in the 

magnetizing inductance Lm require an increase in turns to maintain the gapless Lm. However this 

limits the potential utility of a varying permeability as seen in Figure 6.23. This section proposes 

using active DC injection from the SDAF to match the DC flux biases through the primary 

winding. Incomplete matching enables controlled magnetizing force resulting in targeted 

permeability and magnetizing inductance. Designers can achieve up to 280% inductance changes 

for improved DC bus dynamics. 
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Figure 6.23: Variations in Magnetic Permeability for 10JNHF JFE Steel Core. 

By dynamically following the DC current, the constraint, (6.19) becomes (6.20) where β 

is the DC compensation ratio. Complete DC flux can be mitigated or controlled to achieve an 

optimized target permeability. This enables a variable magnetizing inductance as a material 

property that is devoid of topological solutions. 

(6.20) λ𝑐 = 𝐿𝑚(1 − β)𝐼𝐷𝐶 +
(𝑉𝑠𝑡𝑒𝑝−𝑉0)Δ𝑡

2
+ λ𝐴𝐶 < 𝑁𝑝𝑟𝑖𝐵𝑠𝑎𝑡𝐴𝑐 

In the case of JFE high silicon steel, permeability is not constant over the operating 

range, as seen in Figure 6.23. By using manufacturer provided data to interpolate the effective 

core permeability, μr, it is clear that changes in the total MMF will change the SDCT Lm. For a 

fixed transformer, the SDCT Lm can vary 280% between peak μr and minimum unsaturated μr. 

This offers further control options and design flexibility minimizing or eliminating air gap. In 

this section and in the results that follow, the SDAF control targets 100% DC flux mitigation, β 

=1. 

6.2.7.3 SDAF Control Structure 

Figure 6.24 shows the proposed control with a new current loop. The controller 

performance is verified using a Simulink and Plecs Magnetics model. The variable permeability, 

1000

1500

2000

2500

3000

3500

4000

4500

1 10 100 1000
P

e
r
m

e
a

b
il

it
y

 μ
H A/m

400Hz 720Hz 1000Hz



224 

Figure 6.23, is used to accurately model variable permeance in the simulations using a variable 

permeance block in the magnetics domain. 
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Figure 6.24: Resonant Voltage Control and PI Current Control for SDAF. 

The controller utilizes PR control for the dominant harmonics due to the 12 pulse 

rectifier, 6th, 12th, and 24th. The feed forward branch enables the SDAF to compensate ripple that 

is not a part of the dominant harmonic. The input to both the feed forward and the resonant 

branches is the output load voltage, VLD, pass through a DC removal filter as seen in [174] and 

shown below in (6.21) where a is close to unity. The integrators for the PR control follow the 

recommendations of [175] and are shown below in (6.22) given sample time T and resonant 

frequency, ωr. 

(6.21) 𝐷𝐶𝐹(𝑧) =
𝑧−1

𝑧−𝑎
 (6.22) 𝑃𝑅(𝑧) = 𝐾𝑃 + 

𝐾𝐼𝑇(𝑧−1)

(𝑧−1)2+𝜔𝑟𝑇2𝑧
 

Figure 6.25 shows that DC flux mitigation techniques, both air gap and active DC flux 

injection, perform adequately in the aforementioned simulations. Figure 6.26 shows the B-H 

curves for both flux mitigation techniques. It is intuitive and evident from Figure 6.26, that when 

an air gap is used, the SDAF flux operates near the knee of the BH curve but under the 1.98T Bsat 

in steady state. However, transient operation can bring the operating point into saturation. It is 
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also clear that a fixed air gap solution limits the utilization of the transformer core to half of the 

possible range at best because only slightly more H injection can saturate the core. 

 
Figure 6.25: Simulated MVDC Amplifier Voltages for Air Gap (Light) and Active Injection (Dark) 

SDCT. 

Top: Gold: Vref, Blue: VLD, Green: VLPF; Bottom Gold: VRipple, Green: VPDC, Pink/Cyan: 3% Limit. 

However, when active DC injection is used, the same AC Flux operates around the 

origin. This allows the entire B-H range to be utilized with AC injection for filtering. Transient 

operation is constrained under BSat as well because the SDAF injects DC current to follow load 

swings. This enables greater design flexibility and transformer utilization.  
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Figure 6.26: Plecs Magnetics B-H Loop for Both Control Modes. 

 Dash = Air Gap, Solid = DC Injection. 

6.2.7.4 FEA Verification of Simulations 

In Figure 6.27 and Figure 6.28, FEA results show a comparison between the two DC flux 

mitigation techniques. Again the manufacturer data was imported into the software to ensure 

more accurate analysis. Figure 6.27 shows the analysis of the air gapped transformer with no 

active DC injection. Clearly, there is a maximum recorded flux density 0.9T in a majority of the 

core. When DC injection is utilized to mitigate the DC flux density with zero air gap, Figure 

6.28, the maximum recorded is 0.066T resulting in a 93% reduction in DC flux density. As seen 

in the next section, this will have benefits towards reducing core loss. 
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Figure 6.27: FEA Analysis for Air Gapped SDCT. 

 Bmax = 0.9T. 

 
Figure 6.28: FEA Analysis of Active DC Injection SDCT. 

 Bmax = 0.066T. 

6.2.7.5 Copper and Core Losses with DC Injection 

It is important to point out that by eliminating the air gap, the total reluctance is greatly 

reduced. This reduces the number of necessary turns needed to generate the same magnetizing 

inductance for the SDCT. The number of turns needed for any particular magnetizing inductance 

is shown in (6.23) where α is now the ratio between the length of the air gap and the length of the 

core material. The core properties of relative permeability and reluctance are μr and Rc 
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respectively. (6.24) shows the reduction in turns possible as air gap is reduced. A conservative 

estimate is to relate the winding resistance proportionally to the number of turns. However, this 

is only valid for a single layer of windings [173]. Since the SDAF filters relatively low 

frequencies, up to the 24th harmonic, high frequency effects can be neglected and (6.25) is 

sufficient for winding loss given a square core cross sectional area.  

(6.23) 𝑁 = √𝐿𝑚ℛ𝑐(1 + 𝛼𝜇𝑟) (6.24) %𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 = 1 −
1

√1+𝛼𝜇𝑟
 

(6.25) 𝑃𝑐𝑢 = 8(𝐼𝐷𝐶 + 𝐼𝐴𝐶)2𝑁√𝐴𝑐 

The per volume core losses are predicted by the classic Steinmetz equation (CSE) (2.25 

for sinusoidal flux where k, α, β are core constants and f is the induction frequency of peak B. 

However, this does not adequately handle DC flux. [38] presented (6.26) for DC 

premagnetization. Following the procedure in [38] provides the modified Steinmetz parameters 

in Table 6.5. The results of these predictions are shown in Figure 6.29. Further efficiency 

improvements are gained by eliminating gap fringing effects and gap heating. 

(6.26) 𝑘𝑛𝑒𝑤 = 𝑘(1 + 𝑘𝐷𝐶𝐵𝐷𝐶𝑒
−𝐵𝐴𝐶
𝑘𝐴𝐶 ) 
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Figure 6.29: Loss Factors For JFE Steel Magnetic Core.  

AC Steinmetz Loss Map (Left) and Measured Core Loss Increase with DC Bias, BAC =0.017T (Right). 

Table 6.5: Frequency Dependent Steinmetz Parameters for 10JNHF JFE Steel. 
Frequency Range K α β 

50Hz - 200Hz 36.1694 .9992 2.0035 

400Hz - 5kHz 42.7696 1.148 2.0258 

10kHz 16.8987 1.6 2.0 

20kHz – 50kHz 16.8987 1.58 2.01 

KDC 31.05 KAC 4.75 

In summary, the active injection of DC flux from the DCAF to mitigate saturation effects. 

There is a clear reduction in core volume and the number of turns needed. To adequately 

compare losses, designers can use the following two ratios (6.27) for copper losses and (6.28) for 

core losses. 

(6.27) 
𝑃𝑐𝑢𝑔

𝑃𝑐𝑢𝑢

=  (
𝐼𝐴𝐶

𝐼𝐴𝐶𝐷𝐶
)

2 𝑁𝑔

𝑁𝑢
 √

𝑉𝑔

𝑉𝑢
 

(6.28) 
𝑃𝑐𝑔

𝑃𝑐𝑢

=
𝑉𝑔

𝑉𝑢
(𝑁𝑔𝐼𝐷𝐶

𝜇0𝜇𝑟𝐾𝐷𝐶

𝑙𝑚
𝑒

−
𝐵𝐴𝐶
𝐾𝐴𝐶 + 1) 

In these ratios the subscripts g and u represent the gapped and gapless parameters 

respectively. V is the volume of the core and the core is assumed to be square. In (6.27), it is 

important to note that in the gapped SDCT, there is no DC current while there is DC current in 

the gapless design. 
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6.2.8 Hardware Realization of SDCT 

6.2.8.1 Air Gap Design Cases 

The series coupling transformers are tested in a laboratory scale of 12 kVA, 300 VDC 

amplifier test bed as shown in Figure 6.30. The whole system setup consists of a six-phase 

transformer, a twelve-pulse thyristor bridge circuit, and SDAF circuit. The transformer 

specifications and DC active filter parameters for the design cases are given in Table 6.6. The 

AMCC transformer in Figure 6.30 is built from an iron-based Metglas® amorphous alloy 

combining low loss characteristic with high saturation flux density, 1.56T. The JNHF based 

transformer in Figure 6.30 is made from high gradient silicon steel sheets, trading the lower 

AMCC core loss for higher saturation flux density, 1.88T. Besides using different core material, 

the two SDCT designs have a different target magnetizing intended to investigate the impact of 

transformer design on the amplifier performance requirements. Both transformers were designed 

by following (6.6) and ensuring (6.7) is maintained.  

The test conditions for both transformers is with a steady state voltage reference of 

300VDC. The twelve pulse rectifier is loaded with a 1kW load. The load is provided by a Chroma 

DC electronic load set for constant power operation. A 1kΩ resistor is also in parallel with the 

Chroma to provide a minimum load of 90 watts for the rectifier.  

Transient performance of the two transformers was also tested. In order to examine the 

voltage excursion damping of the SDAF, a load step up was also tested. In this case, the load 

stepped from 700w to 1kW for step up response. Load steps for the AMCC and JNHF cores are 

displayed in Figure 6.32 and Figure 6.34 respectively. 

In order to experimentally verify the proposed control structure, the SDAF is tested in a 4 

kVA 380 VDC laboratory test bed, Figure 6.30. The DC bus is loaded with a programmable load 
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that is varied from 0.1 – 1 PU. The SDAF rides through all load changes and works to 

compensate AFE ripple at each loading point. Two transformers with air gaps and two without 

air gaps were designed using JFE high silicon steel and AMCC amorphous Metglas. In each 

case, the transformer is designed to have a magnetizing inductance between 10-12mH. It was 

found that the DCAF provided sufficient ripple compensation on the load and so the following 

results show just the DCAF action without the passive LPF. 

 

Figure 6.30: Medium Voltage DC Test bed Experimental Set-Up. 

6 Phase 

Transformers 

12 Pulse Thyristor Rectifier 

AMCC JNHF 

Series DC Active Filter 
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Table 6.6: Experimental Parameters. 
Transform Parameter Design A Design B 

Core material Iron-based Metglas® Amorphous Alloy JFE Super Core: Cold Rolled Silicon Steel 

Core type AMCC-400 C-cores 10JNHF600 

Stacking Number 2 3 

Stacking Factor .82 .946 

Saturation Flux Density 1.56T 1.88T 

Primary Turns 93 72 

Magnetizing Inductance 12.3mH 11.3mH 

Primary Leakage Inductance 3.39mH 3mH 

Primary Winding Resistance 0.151Ω 0.126Ω 

DCAF Parameters Values 

Switching Frequency 21 kHz 

Primary DC Current 3.4A @ 1kW Load / 2.4A @ 700w Load 

Primary AC Voltage Max 250V @ 720Hz sinusoidal fundamental 

6.2.8.2 Air Gap Operating Results 

Figure 6.31 shows the transformer DC side voltage and current. It also shows the 

resulting filtered DC voltage of the rectifier. As shown in these figures, the SDCT provides 

significant ripple reduction. Figure 6.31 and Figure 6.33 show the steady state performance of 

the active filter for a 1kW load for the AMCC and JNHF cores respectively. A large sample 

window was taken to enable analysis of the hysteresis loop of the transformers presented below 

in Figure 6.35 and Figure 6.36. 

A load step up response was also tested for the transformer performance. In this case, the 

load was set to 700w and then stepped to 1kW. As can be seen in Figure 6.32 and Figure 6.34, 

the DC active filter responds to the step by damping the voltage drop and decreasing the settling 

time of the DC bus. In the following figures for air gap testing results, Figure 6.31 to Figure 

6.34, CH1: Filtered DC Voltage, CH2: DCAF Injected Voltage, CH4: DC Load Current. 

 

Figure 6.31: AMCC Core: Steady State Filtering, 1kW Load. 
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Figure 6.32: AMCC Core: 300w Load Step. 

 

Figure 6.33: JNHF Core: Steady State Filtering, 1kW Load. 

 

Figure 6.34: JNHF Core: 300w Load Step. 

The results displayed in Figure 6.31 to Figure 6.34 were imported into Matlab for post 

processing and inspection of the hysteresis curve of the transformers. For clarity, both voltage 

and current were attenuated by low pass filters, removing the high frequency measurement noise 

and also the very small amplitude switching ripple.  
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Figure 6.35 shows the dominant flux density and magnetizing force ripples for one cycle 

of fundamental injection. Next Figure 6.36 shows the hysteresis curves for the entire window of 

the results of Figure 6.31 to Figure 6.34. As expected, neither core saturates. By taking the area 

within the hysteresis curve of the two transformers the wasted energy can be found. At this load 

level it is clear that the JNHF core dissipates less hysteresis energy per cycle than the AMCC 

core. The AMCC core suffers from additional turns and smaller cross sectional area relative to 

the JNHF core and therefore the magnetizing force is much higher, driving the difference in the 

loss level. By investigating Figure 6.35, it is also apparent that the greater efficiency of the JNHF 

core persists through load level changes. 
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Figure 6.35: Hysteresis Loop for one 720Hz Cycle. 
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Figure 6.36: Hysteresis Loop for Oscilloscope Window During Step Load Change 

The main reason for restricting the maximum load tested to 1kW was the significantly 

loud noise produced by the JNHF type core. Magnetostrictive properties for this core material 

were not available at the time of construction. Another core by JFE, the JNEX, purports to have 

zero magnetostriction. However, this is not the case for the JNHF type. More work is being taken 

to discuss the issue with JFE. Similarly, improvements in the experimental transformer 

construction are being investigated. 

Audible noise was measured at a distance of 1 meter from the test bed. Table 6.7 presents 

the results of these measurements and it is obvious that the JNHF material transformer is 

prohibitively noisy.  

Table 6.7: Measured Transformer Noise. 
Material Number of Gaps Gap Location 700 W 1000 W 

AMCC 2 Center 72dB 75dB 

JNHF 4 Corners 83dB 92dB 

One other contribution to the difference in noise is the construction differences of the two 

transformers. We were able to use C type cores from AMCC. This enabled two gaps in the center 

of the transformer. For the JNHF cores, we used I type. This means that there are four joints at 

the corners of the rectangle for the transformer to vibrate. In an attempt to minimize the possible 



236 

vibration, both transformers have thick bracket plates with threaded steel rod bolting the plates 

together. The transformers were also clamped to the experimental test bed to provide a large 

mass anchor. An improved design will isolate the different lamination zones and clamp joints 

individually e.g. three bracket plates for the JNHF core. 

6.2.8.3 Active Mitigation Design Cases 

As mentioned above, four transformer designs were constructed. Figure 6.37 shows a 

photograph of the various designs and provides a visual reference for the reduction in core and 

winding size for the gapless transformer. Table 6.8 further highlights this point showing the 

percent reduction from gapped to gapless designs.  

 
Figure 6.37: Comparison of Series DC Coupled Transformers. 

Table 6.8: Comparison of Transform Designs. 
Material Gapped Volume Gapless Volume Reduction 

AMCC 400 769.5 cm3 384.7 cm3 50% 

10JNHF 600 2250 cm3 1344 cm3 40% 

 
Gapped Turns Gapless Turns Reduction 

AMCC 400 93 29 69% 

10JNHF 600 72 13 82% 

6.2.8.4 Active Mitigation Operating Results 

While all four cores were tested to sufficient operation, only the operating results for the 

gapless AMCC SDCT are presented for conciseness. An illustrative scope capture was taken at 

the 0.35 PU loading conditions in Figure 6.38 and Figure 6.39. These figures show a comparison 

between the operation without active DC injection. In the following four sets of measurements 

and BH loops, two types of ripple filters were employed. The first, voltage type, allowed the 
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switching ripple current back through the thyristor rectifier to ultimately be damped by the six 

phase YY/YΔ transformer and appearing as high frequency voltage on the rectifier output. The 

next filter pushed the current towards the load where it can be seen in the load current. 

  
Figure 6.38: 2 kW DCAF Without (Left) and With (Right) Active DC Injection Operation with 

Voltage Type Filter. 

Ch 1 = Load Current, Ch 2 = Thyristor Output, Ch 3 = SDAF Current, Ch 4 = Output Load Voltage, 

 Voltages have -380 V and Currents have -4 A Offset (Left I DCAF has 0 A offset). 

It is clear from analyzing the DCAF current in Figure 6.38 that the transformer is either 

on the verge of or in saturation. This is evident from the high current amplitude despite the 

relatively low voltage injection. At the same loading condition with active DC injection, the AC 

component of the current is stabilized and under control.  

In order to investigate this phenomenon further and get an understanding of the core loss, 

the DCAF current and the SDCT compensation voltage on the DC bus side can be used to 

generate a hysteresis plot, Figure 6.39. Show the respective hysteresis plots of the SDCT core for 

no active DC injection and DC injection. This method is difficult and prone to error however as 

small DC bias leads to off center traces. 
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Figure 6.39: Measured BH Curve of SDCT Without (Left) and With (Right) DC Flux Cancelation. 

H is Proportional to DCAF Injected Current and B is Proportional to Time Integrated Voltage 

Injection 

Based on Figure 6.38is clear that when there is DC flux in the core that is not 

compensated by the DCAF as active DC injection, there are increased core losses. This is 

measured by the increase area enclosed in the BH curve. Similarly, the active DC injection 

provides a bias H that shifts the BH loop in the positive X direction. Further insight into the 

SDCT behavior can be gathered by calculating the ratio of B and H at the maximum H point. 

This is a typical way of determining the magnetic permeability from a hysteresis plot. In the case 

where DC flux is not compensated, the relative permeability is around 2000. When the DC flux 

is compensated, the core relative permeability is around 9300. This further confirms that the core 

is near saturation when DC flux is not compensated and it is well within the linear region when 

the DC flux is compensated. The manufacture reported permeability is around 10000 and given 

some frequency and temperature roll off, the experimental results are within expectations for BH 

knee and BH linear operation. 
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While at steady state, this near saturation effect is undesirable, however it can useful for 

improved dynamic performance. Reducing the magnetizing induction by a factor of 5 can 

weaken the stiffness of the DC bus allowing faster response. Similarly, the magnetizing 

inductance can be designed larger than necessary. A deliberate mismatch in DC flux cancelation 

would bring the inductance down to appropriate levels for steady state. By matching the DC flux 

cancelation, the inductance can be raised, increasing the magnetizing inductance to increase the 

bus stiffness for heavy load transient conditions as an example. 

Below are two alternative screen captures and BH loops. The filter was changed such that 

the switching ripple injected from the DCAF transitioned from voltage dominant to current 

dominant. 
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Figure 6.40: 2 kW DCAF Without (Left) and With (Right) Active DC Injection Operation with 

Current Type Filter. 

Ch 1 = Load Current, Ch 2 = Thyristor Output, Ch 3 = SDAF Current, Ch 4 = Output Load Voltage, 

 Voltages have -380 V and Currents have -4 A Offset (Left I DCAF has 0 A offset). 

  
Figure 6.41: Measured BH Curve of SDCT Without (Left) and With (Right) DC Flux Cancelation 

with Current Type Filter. 

H is Proportional to DCAF Injected Current and B is Proportional to Time Integrated Voltage 

Injection 

It is clear from Figure 6.40 that the core is highly saturated without active DC injection. 

Once this injection is applied, the SDAF is able to supply ripple compensation without core 

saturation. These perspectives are even more clear from Figure 6.41 where the effective relative 

permeability of the SDCT is 550 and 10000 for the zero compensation and full compensation 

modes respectively.  
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It should also be noted that the switching ripple now appears in the load current instead of 

the rectifier voltage. This means that designers can choose where the unfiltered switching noise 

goes in the system. If the load is sensitive and the source is robust, the first filter would be a good 

choice. However, if the load is robust and the source is sensitive, as in generator powered remote 

mining operations, this second filter should be preferred. In either case, the DC active filter has 

been shown to be capable of reducing the ripple of a line commutated rectifier using either an air 

gap or active DC mitigation. The sections below will provide a summary of the performance of 

the two solutions over various loading conditions.  

6.2.9 MVDC Amplifier Performance with Air Gap Mitigation 

Figure 6.42, Figure 6.43 and Figure 6.44 show a summary of the performance of the DC 

active filter when using an air gapped series DC coupling transformer. These results are for the 

JFE gapped core. Unfortunately, the AMCC gapped core resulted in significant audible noise and 

could not be tested beyond minimal power ratings. As such, those results are omitted. An 

interesting artifact present in the results of the JFE gapped transformer is the magnetizing force 

dependent relative permeability. This is shown in the jerk in results around the 1800w load. This 

occurs because the JFE material has a sharp increase, four times nominal, in relative permeability 

between 20 and 100 amps per meter. With the air gap design, this shifts this spike to between 2 

kA/m and 10 kA/m. This can clearly be seen by the jerk in Figure 6.42 aligned with this region 

on the Y axis. This is also clear by the sharp drop in apparent impedance of the SDCT at 1800W. 

The impedance continues to drop slightly as the relative permeability has a soft decay beyond 3 

kA/m. It is clear from Figure 6.43 that the DCAF is able to supply an output voltage over the 

entire loading range, limited only by the DC link of the DCAF. Furthermore, the DCAF is able to 

hold the load ripple voltage to nearly 20 Vrms over the entire loading range. 
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Figure 6.42: Air Gapped SDCT Impedance and Load DC Field, No Output Saturation. 

 
Figure 6.43: Output Voltage of DCAF vs Load Power Showing VDC Output Limit. 
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Figure 6.44: SDAF Current Output with Resulting Voltage Ripple vs Load. 

These results show that the air gapped SDCT is a viable candidate for the DCAF. While 

not meeting the exact voltage ripple specs, a significant ripple reduction was achieved. 

Furthermore, these results are using significantly underrated passive components. This means 

that a slight increase in these components could very well bring the system performance into the 

desired specifications. One significant caveat is that peak loading conditions were unachievable 

even with the JFE core material due to large audible ringing. This leads to further desire to move 

towards a gapless design or even an uncut design. The active cancelation method is a viable 

control strategy to get this capability. 

6.2.10  MVDC Amplifier Performance with Active Mitigation 

As mentioned previously, the MVDC amplifier system is loaded over a wide operating 

range. The load voltage was recorded and imported into Simulink to analyze the ripple at 

particular frequencies of interest. The SDAF controller is designed with PR branches at the 6th, 

12th, and 24th, harmonics. The feed forward branch compensates any other load ripple 

frequencies and it was found in post processing that the 18th was also a significant ripple. The 
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harmonic ripple magnitudes over the loading profile are shown in order in Figure 6.45 to Figure 

6.48.  

 
Figure 6.45: 6th Harmonic Component of DC Ripple Compared to Loading. 

 
Figure 6.46: 12th Harmonic Component of DC Ripple Compared to Loading. 
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Figure 6.47: 18th Harmonic Component of DC Ripple Compared to Loading. 

 
Figure 6.48: 24th Harmonic Component of DC Ripple Compared to Loading. 

The overall compensated load voltage ripple over the loading profile is shown in Figure 

6.49. It is important to note that the load is compensated to the rigorous specifications of [156] 

and Table 6.1. There are a few instances, at very low load and at 0.3 PU, where the load voltage 

ripple exceeds the threshold. However, further gain scheduling can improve the performance and 

bring the voltage ripple within specification at all loading conditions.  
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Figure 6.49: Overall DC Output Ripple. 

 Blue Line = 3% Ripple Limit, Square = Actual Load Voltage Ripple. 

The MVDC amplifier shows a significant ripple reduction that is well within the strict US 

Navy specs over a wide steady state operation. It also provides unique opportunities during 

transient operation. By supplying a DC current on the active filter side of the transformer. The 

DCAF stores significant energy in the magnetizing inductance of the DC coupled transformer. 

This energy can be used to respond to transients or even aid in arresting load faults. An example 

of this operation is shown below in Figure 6.50. These results demonstrate the DCAF capabilities 

but do not include a full protection scheme. As such, after the DCAF forced zero crossing, the 

system is allowed to oscillate and naturally dissipate energy. This uncontrolled state is because 

the DCAF switching protection and programmable load protection trip. Similarly, the thyristor 

controller tries to restore the DC bus voltage. Given full coordination, this secondary ringing 

would not be present as the source would be disconnected from the faulted load. Similarly, the 

fault condition is emulated by the programmable load. In this emulation, the load protection 

effectively resists a current zero crossing by reducing the load dynamically. 

In Figure 6.50, Channel 3 is the load current with a -4 amp offset. This current begins rise 

due to a fault at a 0 μS reference. DCAF detects a fault and injects a large amount of current, 
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Channel 1 with -4 amp offset. This introduces a large voltage across the transformer, the math 

channel, which is inverted to clearly show the DCAF impact. This voltage subtracts from the 

source voltage, Channel 4 with -250 volt offset, to provide a zero crossing for the load voltage, 

channel 2 with a -380 volt offset. During this zero crossing period of about 40 μS, a traditional 

circuit breaker and other active protection such as load turnoff could open and prevent further 

sourcing of the of the load. The event timing is summarized in Table 6.9. 

 
Figure 6.50: DC Circuit Breaker Operation of DCAF with Active DC Injection. 

Table 6.9: DCAF Circuit Breaker Timing. 
Event Time (μS)  

Fault Occurs 0 

Fault Detected 4 

First Zero Crossing 37.8 

Source Takeover 57.33 

This transient energy injection of the DCAF with active DC injection can be used for 

other purposes. This energy can, as demonstrated enforce a zero crossing of the DC voltage. It 

can also be used for load and source transient responses. As discussed in the air gap design, the 

load increase induced voltage dips must be limited. The DCAF with active DC injection and 

source some of the required suppression energy by rapidly injecting DC current. Similarly, the 

source voltage step request response time can be improved by temporarily propping up the load 

voltage with the DCAF while the thyristor rectifier catches up. 
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6.2.11 Conclusions and Discussion 

This section described the motivation for the design of a series DC transformer. The 

SDCT will couple a DC active filter to the DC bus of a thyristor based rectifier. Filtering of a DC 

bus through active compensators has broad implications beyond those mentioned in [157] e.g. 

bus filter and stabilization in DC microgrids.  

Paramount to the successful operation of the DC active filter is a properly designed 

SDCT. The limiting equations of the transformer design with an air gap were shown through the 

realization of a laboratory model. From this design the section describes the process to optimally 

design a transformer given certain priorities.  

This section also presented a novel control and design method for series DC coupled 

transformers in series DC active filter. A proportional resonant controller is used to generate the 

ripple compensation. The resonant branches are tuned to dominant harmonics and the feed 

forward branch can compensate ripple in other spectrum. A key addition to the control is active 

DC injection that matches and mitigates the DC flux in the SDCT core. 

The active DC injection enables the elimination of the need for an air gap in the core. 

This flux cancelation results in a significant reduction of the necessary turns for a target 

magnetizing inductance and the volume of the core. There are further loss savings by reducing 

the loss impact of DC premagnetization. By using the DCAF to inject the DC flux, this solution 

eliminates the need for a tertiary winding and DC current source converter. Further design 

flexibility can be achieved when deliberate DC flux mismatch is utilized. This method achieves a 

practical magnetizing inductance that is programmable by the user. 
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Two core material designs with both air gap and active flux mitigation were compared as 

the coupling transformer. Design requirements that can be calculated met expectations. However, 

the unknown magnetostriction properties greatly impacted the ability to design and test. 

Ultimately, design of the series DC transformer requires several tradeoffs. In order to 

ensure sufficient design, parametric sweeps should be used to identify regions of various 

parameters that provide near optimal design. This section provides the design considerations and 

methodology for proper series DC transformer development. 

The presented solutions offer new design flexibilities while also maintaining strict 

performance requirements. It enables new approaches to establishing clean DC busses as desired 

in many new power distribution schemes and systems. It similarly enables the use of relatively 

cheaper and more efficient line commutated converters for use in these high performance 

applications. 

6.3 Magnetics for Active Bridges 

Active bridges are becoming one of the primary converters for high power applications 

that require galvanic isolation due to their high efficiency and relative robustness [62]. At higher 

powers and higher voltages, the converter will operate in the medium frequency range to limit 

switching device stress and dv/dt. Because of this medium frequency, and the high magnitudes of 

excitation voltage, metal amorphous nanocomposite magnetic ribbon cores offer a viable 

solution for high power density designs [176]. The fundamental operation allows bidirectional 

power flow through the transformer leakage inductance or an additional auxiliary inductor. In 

high power density designs, the leakage inductance is preferred because it is a part of the basic 

geometry of the transformer. However, as mentioned in CHAPTER 4:, this can introduce 

catastrophically high excess losses due to the leakage flux entering the broad surface of the 
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ribbon. As such, normal leakage flux should be minimized. This section will demonstrate two 

designs that incorporate this idea for MANC cores. The first design achieves this by minimizing 

the leakage inductance in the transformer and using auxiliary inductors. The second design will 

orient all of the core material such that the flux is tangential to the ribbon. In other works, the 

axis of the toroid cores is aligned with the axis of the flux thus it is called an axial design. 

Many researchers developed control strategies for improving the DAB given a magnetics 

design. The converter soft switching region and the parasitic and magnetizing inductance effects 

on this region are described in [63]. Similarly, control strategies for minimizing the supplied 

reactive power, or expanding the soft switching region by varying the duty cycle were shown in 

[64] and [78]. Higher power and multiphase DABs are described in [106] and [177]. These 

works show the wide variety of improvements made to the DAB system as well as its viability in 

diverse applications. However, none of these works approach the issues of normal leakage flux 

or utilize advanced manufacturing strain annealing for designs.  

This section will exam some of the advanced possibilities in a design comparison. The 

transformers will be designed for a three port active bridge setup that is a 10 kW prototype for 

the SunShot National Laboratory Multiyear Partnership (SuNLaMP) project. This project is 

geared towards developing an industrial scale converter that connects and manages power flow 

between the grid, a battery energy storage system and a photovoltaic generator. Both DAB 

transformer designs will focus on minimize losses due to normal leakage flux. An axial design 

will both minimize normal flux as well as utilize new, strain annealed, cores for a tuned core 

assisted leakage inductance. 

Under the SuNLaMP program, many design variables were chosen due to constraints 

outside of an optimal magnetic design. Examples of these non-optimal choice constraints are to 
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meet particular program specifications, allow manufacturing limitations and accommodate 

industrial partner’s commercial goals. The hardware prototypes then may not meet global 

optima’s but the design process is still valid. 

6.3.1 Emulating Active Bridge Power Flow 

Using the dual voltage source test converter, a dual active bridge power flow can be 

emulated by exciting the primary winding and shorting the secondary, Figure 6.51. The dual 

voltage source converter is essential for this emulation as it can provide the necessary positive, 

yet low voltage needed to ensure a flat current profile during the off period. In order to properly 

scale this study to an active bridge excitation, a careful inspection of desired emulated 

waveforms is needed. It is clear that twice the desired emulated DC bus is needed for leakage 

excitation, Figure 6.52. The power waveforms for example emulations of the triaxial transformer 

are shown below in Figure 6.53, showing bidirectional power flow. 

 
Figure 6.51: Active Bridge Emulation Waveforms Using Dual Voltage Source Converter. 
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Figure 6.52: Calculated Active Bridge Waveforms From Dual Voltage Source Converter. 

  

Figure 6.53: DAB Instantaneous Power Waveforms Emulated by Dual Voltage Source Core Tester 

Triaxial Transformer Power Flow: Primary to Secondary (1150 – 6700 W) (Left) and Secondary to 

Primary (788 0 5950 W)(Right). 

This method of emulating the power flow waveforms of an active bridge will be used to 

characterize the performance of the two designs, concentric winding and triaxiaxial transformers, 

for the three port active bridge for the SuNLaMP project. 
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6.3.2 Concentric Design 

The underlying principal of the concentric design is minimizing the leakage inductance of 

the transformer. This means that less leakage flux could enter the broad surface of the ribbon and 

less leakage flux would need to be shielded. As such, the multiple excitation coils of the 

transformer are wound around each other. Furthermore, having magnetic core fully 

encompassing the winding enables broad surfaces of the cores to be connected to heat sinks or 

other thermal management systems. An example of this geometry is shown below in Figure 6.54, 

left, with a depth of dm into the page. As previously discussed, the leakage inductance is minimal 

and what leakage flux there is, is predominately located between coils and not flowing into the 

magnetic ribbon material. This structure does lead to a higher winding to winding capacitance. 

The windings similarly need to ensure proper insulation as there is minimal distance between 

different coils. 

In order to have the required leakage inductance needed for power flow and operating 

control in the DAB, auxiliary inductors are needed. The concentric design case study uses 

materials and manufacturing techniques that are broadly available currently. As such, the leakage 

inductors will utilize traditional MANC ribbons with an air gap to ensure saturation avoidance. 

An example of this structure is shown in Figure 6.54, right, with this inductor having a depth into 

the page of dl. The windings should not be wound over the air gap to ensure fringing flux does 

not cross the conductor, exacerbating proximity effects. For the three port DAB, two inductors 

are required at a minimum however three is preferred because they will help to reduce the dv/dt 

that is applied to the transformer. 
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Figure 6.54: Three Port Concentric Winding Transformer with Auxiliary Inductor Dimensions. 

Magnetizing Transformer Core (Left), Auxiliary Leakage Inductor (Right). 

The magnetizing core of this design follows many of the traditional transformer 

manufacturing guidelines available in textbooks e.g. [178]. That is, the core window should be 

sized to have a full fill of windings, accounting for copper fill factors. If Litz wire is used, a fill 

factor between 0.5 and 0.7 is common. Similarly, the flux density should be limited by losses 

using fitted Steinmetz parameters. Given active bridge operation, triangular parameters are 

appropriate, (6.29). The magnetizing flux density is shown in (6.30). An interesting concept that 

is highlighted here is equalizing the volts per turn for each exciting coil. This ensures that each 

coil contributes to the magnetizing branch evenly. The magnetizing inductance for the 

transformer is (6.31) while the air gapped inductors is (6.32). In order to meet power density 

requirements, it is important to count both the transformer and the inductors, (6.33). This volume 

is the displacement volume of the magnetic components and not the more conservative, 

rectangular enclosure. However, this allows for more direct comparison of the concentric and 

axial designs. 

(6.29) 𝑃 = 𝑉𝑐𝑜𝑟𝑒𝑘𝑡𝑟𝑖𝑓
𝛼𝑡𝑟𝑖𝐵𝑝𝑘

𝛽𝑡𝑟𝑖 (6.30) 𝐵𝑚 =
𝑉

𝑘𝑁𝑓𝑑𝑡
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(6.31) 𝐿𝑚 = 𝑁2 𝜇𝑟𝑚𝜇0𝑑𝑡

2ℎ+𝑤−8𝑡
 

(6.32) 𝐿𝑙 =
𝑁2

2𝜋

𝑑𝜇𝑟𝑙𝜇0 ln(
𝑟𝑜𝑙
𝑟𝑖𝑙

)
+

𝑔

𝜇0𝑑𝑙(𝑟𝑜𝑙−𝑟𝑖𝑙)

 

(6.33) 𝑉𝑜𝑙𝑢𝑚𝑒 = 𝑉𝑚𝑎𝑔 + 3𝑉𝑙𝑘 = 𝑑𝑚ℎ𝑤 + 3𝑑𝑙𝜋(𝑟𝑜𝑙 + 𝑤𝑡)2 

Next it is important to account for the parasitic capacitances. In this design, each coil can 

be assembled as a single layer so partial layers and winding layout are not necessary 

considerations. Nomex paper is wrapped around each winding to further increase the insulation 

between windings. The winding to winding capacitance and the winding capacitance to the core 

can be modelled with parallel plate simplifications, shown below in (6.37) 𝑉𝑜𝑙𝑢𝑚𝑒 = 2𝐷𝜋𝑅𝑜𝑜
2 ). 

The space between two capacitive plate models is s. 

(6.34) 𝐶𝑐𝑜𝑛 = 2
𝜖0𝜖𝑟𝑤𝑤ℎ(𝑑+𝑡)

𝑠
 

 The design parameters and dimensions are shown below in Table 6.10. A photograph of 

the magnetizing transformer is show below in Figure 6.55. 
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Table 6.10: 10 kW Concentric Design Parameters. 
Parameter Dimension Value  

Switching Frequency f 10 kHz 

Magnetizing Depth dm 75 mm 

Magnetizing Height h 75 mm 

Magnetizing Thickness t 17 mm 

Width w 65 mm 

Leakage Depth dl 25 mm 

Leakage Outer Radius rol 45 mm 

Leakage Inner Radius ril 21.5 mm 

Gap Length g 1.5 mm (each side of core) 

Turns {Primary, Secondary, Tertiary, Leakage} {Np, Ns, Nt, NL} {20, 13, 13, 22} 

 
Figure 6.55: Prototype 10 kW Three Port Concentric Transformer. 

In order to determine the series and parallel capacitances of this transformer a Keysight 

LCR meter was used to sweep impedances over frequencies. The leakage inductance is found by 

shorting a winding and applying the LCR meter to an excitation coil. This is similar to a 

traditional transformer short circuit test configuration. The series capacitance is easily 

measureable and is a stable impedance when the two LCR meter leads are connected to the two 

coils under inspection. The capacitance is determined with the leads of each coil shorted to 

themselves and connected to a meter lead. As an example, the two primary coil leads would 

connect to the positive LCR meter lead and the two secondary coil leads would connect to the 

negative LCR meter lead. This measures the series capacitance between the primary and 
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secondary windings. Determining the parallel capacitance requires more thought as the 

transformer magnetizing inductance is a dominant characteristic. Therefore, an admittance and 

phase plot is necessary. The magnetizing inductance can be determined from the low frequency 

measurements and then the parallel capacitance is easily determined by the resonant frequency, 

where the phase plot crosses the zero axis.  

 
Figure 6.56: Concentric Winding Open Circuit Admittance Bode Plot. 

The resonant frequency is where the phase plot crosses zero, f0, and the parallel parasitic 

capacitance is determined by (6.35). It is important to note that the Lmag is the magnetizing 

inductance for the inspected coil and is sensitive to the number of turns. This magnetizing 

inductance can be found from the admittance at low frequencies because the dominant 

impedance will be the low frequency resistance and the magnetizing inductance. It is only at 

higher frequencies that the core losses appear in the measurements if at all because the excitation 

amplitude of the impedance analyzer is small. A summary of the important values is shown 

below in Table 6.11.  

(6.35) 𝐶𝑝𝑎𝑟 =
1

(2𝜋𝑓0)2𝐿𝑚𝑎𝑔
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Table 6.11: Predicted and Measured Values of 10 kW Concentric Transformer. 
Value Predicted (H, F, Ω) Measurement (H, F, Ω) Error 

Primary Magnetizing 3.62E-2 3.57E-2 1.42 % 

Secondary Magnetizing 1.53E-2 1.30E-2 17.67 % 

Tertiary Magnetizing 1.53E-2 1.30E-2 17.67 % 

Primary to Secondary Leakage 9.37E-06 1.06E-5 -11.42 % 

Primary to Tertiary Leakage 1.87E-05 1.98E-5 -5.17 % 

Secondary to Tertiary Leakage 3.96E-06 4.26E-6 -7.08 % 

Primary Capacitance 3.30E-11 3.83E-11 -13.75 % 

Secondary Capacitance 4.29E-11 4.35E-11 -1.34 % 

Tertiary Capacitance 4.29E-11 4.36E-11 -1.56 % 

Primary to Secondary Capacitance 1.06E-10 1.12E-10 -6.01 % 

Primary to Tertiary Capacitance 7.31E-11 9.63E-11 -24.08 % 

Secondary to Tertiary Capacitance 7.75E-11 1.10E-10 -29.54 % 

Primary Series Resistance 1.27E-02 7.34E-2 -82.75 % 

Secondary Series Resistance 8.76E-03 5.75E-3 52.33 % 

Tertiary Series Resistance 9.29E-03 7.79E-3 19.24 % 

Primary Auxiliary Leakage 1.52E-04 1.48E-04 2.35% 

Secondary Auxiliary Leakage 1.52E-04 1.51E-04 0.33% 

Tertiary Auxiliary Leakage 1.52E-04 1.40E-04 8.06% 

It is clear that many of the measured values are very close to the predicted parameters. 

However, a few predictions are off somewhat and others are off by quite a bit. The errors are 

important to recognize for future design improvements. Optimization should be cautious or 

include tuning factors where there is uncertainty in the in the model, as with the series 

resistances. Part of the wide range of resistances is the inclusion of various effects. At low 

excitation levels, proximity effects will not be as significant and can lead to inflated estimates. 

Furthermore, and this applies to the capacitance models as well, manufacturing tolerances can 

have a significant impact on the predictive models. For example, if windings are a mix of 

orthocyclic and orthogonal, an orthogonal model assumption will underestimate capacitances. 

Therefore, it is important that a modelled design be assembled and the electrical model verified. 

Rigorous manufacturing controls can minimize the variation in predictive model and measured 

results but laboratory prototypes may still have a wide error. 

The measured parasitic capacitances for this design are low and well within the 0.05 PU 

maximum required by specification. With this and the minimal leakage flux winding design this 

transformer is a viable candidate for the three active bridge converter. However, for power flow 

management and control limitations, a minimum leakage inductance is required for each 
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transformer leg. An auxiliary series inductor is used to boost the overall series inductance. A 

hardware example inductor for the preceding concentric transformer is show below in Figure 

6.57. While three inductors are recommended to aid in filtering common noise, only two are 

necessary as each node path will have a series inductance. This magnetic design results in the 

effective equivalent circuit shown in Figure 6.58. 

 
Figure 6.57: Auxiliary Inductor for 10 kW Concentric Transformer. 

Aux 2

Aux 1

Mag

Secondary

Primary

Tertiary

Aux 3 (Optional)

Concentric 
Transformer  

Figure 6.58: Effective Electric Circuit of Concentric Transformer with Auxiliary Inductors. 

One interesting aspect of this design is the similarities with axial based designs. This is 

especially so when only two auxiliary inductors are used. Both designs have a series inductance 

asymmetry among the various paths. One advantage of the concentric design is that the two 

series inductors, Aux 1 and Aux 2 could be designed to be the same impedance. As will be 

discussed in the next section, the axial design is even more asymmetric and ultimately path 

dependent. 
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Using the testing method presented in the previous section, the concentric winding 

transformer with auxiliary inductors. Figure 6.59 and Figure 6.60 show the symmetry of the 

complete magnetic component through the similar effective relative permeabilities of the 

different paths. Furthermore, the winding that is an open circuit during testing is strongly 

coupled to the other two excited windings as shown in Figure 6.60. This means that the three 

port active bridge will have to control all three voltages and phase shifts to ensure that power 

flow is controlled. 

 
Figure 6.59: Effective Permeability of Concentric Transformer with Auxiliary Leakage Inductors. 
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Figure 6.60: Effective Permeability of Open Circuit Winding in Triaxial Transformer with Strain 

Annealed Cores. 

The concentric winding transformer with auxiliary inductors was subjected to as full of a 

load sweep as the current dual voltage test circuit and available DC power supplies could 

provide. In this case, the peak voltage was limited to 950V and therefore this specific efficiency 

map shows slightly lower efficiencies than desired. In the practical implementation, the voltage 

across the leakage path would be 1.8 kV. Therefore, the power rating on the X axis is a power 

that subjected the magnetic device to a lower voltage and a higher than desired current rather 

than rated voltage and current. Future testing will study the device efficiency in a three port 

active bridge system where desired voltage levels and rated current can be applied to the device. 

However, with these initial results, the component shows promising efficiencies. It also confirms 

the functionality of the component and its viability for use in the SuNLaMP system. 
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Figure 6.61: Efficiency Map of Concentric Transformer With Auxiliary Inductors Design. 

6.3.3 Axial Design 

Axial designs align a toroidal core axis with the centerline axis of flux. A two winding 

design is called a coaxial design, [179], [180], and a three winding design was proposed in [181] 

to supply two different output voltages. An advantage of the axial design is the explicit and 

easily predicable control of the leakage inductance [182], [183]. The design can include multiple 

windings and still operate effectively, demonstrating that a semi aligned flux axis and core axis is 

still effective, [184], [185]. Furthermore, the leakage inductance can be boosted by adding 

magnetic cores between layers of excitation coils, [186], [4]. However, this design used 

powdered core materials for the boost core. A novel design employing the latest in 

manufacturing techniques of advanced MANC materials is presented below. This design follows 

the traditional approaches of designing axial magnetics but employs strain annealed cores for the 
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leakage inductance boost. This provides another design tool to control the leakage core flux 

density as well as gain important inductance tenability independent of the volume. For a high 

power density design, this is a critical improvement in the design process. 

The three port axial or triaxial design consists of three cores and three windings. Each 

winding and core axis of flux rotation is aligned. The center body is the primary conductor and 

then leakage cores and windings alternate until the outermost core, the magnetizing core, 

encompass the entire assembly, Figure 6.62. While only three ports were needed for this project 

any number of layers could be assembled together. This is a significant advantage for magnetic 

ribbon wound cores as there are minimal dimensional limitations. Rather than needing a larger 

press and extreme pressures as is the case for ferrites or powder cores, ribbons need only a larger 

winding mandrel. 
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Figure 6.62: Three Port Axial (Triaxial) Transformer. 

Many of the design guidelines that are appropriate for the concentric prototype are also 

appropriate for the axial design e.g. (6.36) and (6.37). However, now the leakage cores shall be 

uncut toroids. In order for these toroids to remain uncut special care must be applied to design of 

the core dimensions. One additional design variable is relative permeability of the leakage core, 
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μ[m/c], where the subscript represents the specific core. This design flexibility is achieved by 

utilizing advanced manufacturing techniques. Specifically, a cobalt rich MANC ribbon has an 

excellent response to strain. Laboratory tests have already found a range of about 150 to near 8 

relative permeability for this core material. This enables further independence in inductance 

design, (6.38) and (6.39). The leakage inductances will then have a flux density related to the 

current flow through the leakage path in the electrical model, (6.40).  

(6.36) 𝐵𝑚 =
𝑉

𝑘𝑁𝑓𝑑(𝑅𝑜𝑜−𝑅𝑜𝑖)
 (6.37) 𝑉𝑜𝑙𝑢𝑚𝑒 = 2𝐷𝜋𝑅𝑜𝑜

2  

(6.38) 𝐿𝑚 = 𝑁2 𝑑𝜇𝑟𝑚𝜇0

2𝜋
ln (

𝑅𝑜𝑜

𝑅𝑜𝑖
) (6.39) 𝐿𝑙 = 𝑁2 𝑑𝜇[𝑚/𝑐]𝜇0

2𝜋
ln (

𝑅[𝑚/𝑐]𝑜

𝑅[𝑚/𝑐]𝑖
) 

(6.40) 𝐵𝑙 =
𝐿𝑙𝑖𝑝𝑘

𝐴𝑙
 

With only two leakage boosting cores and their spatial orientation, the electrical 

equivalent circuit of the triaxial transformer is asymmetric. The circuit can be derived by 

observing a core and determine which cores are excited in an open circuit test. Starting with the 

center, primary, winding it is clear that all three cores are excited when this coil is energized. 

When the center, secondary, winding is energized, only the middle and magnetizing cores are 

excited because the magnetic flux will not be inside the conductor radius. Lastly, the third, 

tertiary, winding only energized the magnetizing core and none of the leakage cores. This results 

in the electrical equivalent model of Figure 6.63. 
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Figure 6.63: Equivalent Circuit of Triaxial Transformer. 
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The parasitic capacitance of the axial transformer requires careful consideration. The 

winding configuration leads to several concentric cylinders which have a simple capacitance 

model of (6.41). However, once must consider the layered effect if multiple layers of winding are 

present. Similarly, the corners of the wire, outside of the core, contribute to the effective length 

of the capacitive cylinder by mean length, lo. 

(6.41) 𝐶 = 2
2𝜋𝜖𝑟𝜖0(𝐷+𝑙𝑜)

ln(
𝑟𝑜
𝑟𝑖

)
 

As presented, there are many different design tuning options in the triaxial design. 

However, not all tuning methods are as effective at altering performance metrics. One example 

of the tuning sensitivity of the axial based designs is shown below. The inductance, magnetizing 

or leakage, can be adjusted by adjusting both the inner radius or the thickness of the core. 

However, the sensitivity of either tuning is different. Specifically, the sensitivity to tuning the 

core thickness is shown in (6.42) and tuning the inner radius is shown in (6.43). 

(6.42)  
𝑑𝐿

𝑑𝑡
∝

1

𝑟𝑖+𝑡
 (6.43)  

𝑑𝐿

𝑑𝑟𝑖
∝

−𝑡

𝑟𝑖
2+𝑟𝑡

 

Given the local variance of these sensitivities, the contour plot below in Figure 6.64 

shows how incremental changes in either thickness or inner radius will impact the inductance 

value. It is clear that when available, decreasing the inner radius increases inductance most 

effectively while decreasing the thickness reduces the inductance most effectively.  
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Figure 6.64: Inductance Sensitivity of Axial Designs. 

The design parameters for the 10 kW SuNLaMP triaxial prototype are presented below in 

Table 6.12. Tolerances in the strain annealing process left some variability in leakage core 

relative permeability. However, the group of cores had an average permeability near the target, 

which is listed in the table below. 

Table 6.12: 10 kW Triaxial Design Parameters 
Parameter Dimension Value 

Depth D 100 mm 

Magnetizing Radii {Roi, Roo} {28.8, 33.9} mm 

Magnetizing Permeability μm >10,000 

Middle Leakage Radii {Rmi, Rmo} {16.6, 24.3} mm 

Middle Permeability μlm ~40 

Center Leakage Radii {Rci, Rco} {9.8, 12.1} mm 

Center Permeability μlc ~30 

Turns {Primary, Secondary, Tertiary} {Np, Ns, Nt} {24, 14, 16} 

A prototype construction is photographed below in Figure 6.65. A Keysight LCR meter 

was used to record the parasitic capacitances for the axial transformer as well. Again, the 

capacitances between windings were measured by shorting the two nodes of the coil together. 

The self-capacitances were determined by subjecting the winding to an admittance sweep with 

the other windings opened. This plot is shown below in Figure 6.66. 
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Figure 6.65: Prototype 10 kW Three Port Triaxial Transformer. 

 
Figure 6.66: Concentric Winding Open Circuit Admittance Bode Plot. 

The key model values and parasitic element values of the triaxial transformer are shown 

below in Table 6.13. The inductance values for both the magnetizing and leakage inductance are 

well predicted using the presented models. In all of the winding to winding capacitances, the 

concentric cylinder model is used with the radii of the of cores as a reference for the distance 

between the two plates. However, it is important to note that the length of the winding within the 

cores does not contribute to the overall capacitance. This is because the conductive core acts as 
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an isopotential that blocks the field from reaching other windings. The length within the cores 

contributes to the winding self-capacitance but not the winding to winding capacitance. This 

implies the ability to dramatically reduce the parasitic capacitance by increasing the length of 

winding outside the core to bundle and separating the coils away from each other. It is interesting 

to point out that capacitance between the primary coil, the center winding, and the tertiary coil, 

the outer most winding, is roughly half of the other series parasitic capacitances. This is due to 

the large physical space between these windings. This feature can be leveraged as a critical path 

for the highest required dv/dt. With the lower capacitance, this will result in less common mode 

noise than other configurations. Another key point is that this approach tends to overestimate the 

winding self-capacitance when a coil bundle is not fully packed in the perimeter. That is, when 

the outer perimeter of the coil is not filled by windings that are tangentially touching, the 

winding self-capacitance is lower. This is shown in the case of the primary and tertiary windings. 

The secondary winding, which is tightly packed, is well represented by the concentric cylinder 

model and the length of the core region. The prediction of loosely packed winding capacitances 

can be improved by estimating the proportion of surface that is not covered by windings. The 

primary winding has wire guide bobbins that orient the winding and leave nearly 50% of the 

surface uncovered. Similarly, the tertiary winding has significant bunching and only covers about 

40% of the area. These reductions can bring the estimated capacitance within ±5%. The series 

resistance is again error prone and this is partially due to the measurement method, lacking a 

micro-ohm meter, and imprecise values for the exact litz wire used as it was recycled from 

within the laboratory.  



269 

Table 6.13: Predicted and Measured Values of 10 kW Triaxial Transformer. 
Value Predicted (H, F, Ω) Measurement (H, F, Ω) % Error 

Primary Magnetizing 1.34E-01 1.37E-01 -1.88% 

Secondary Magnetizing 4.57E-02 4.70E-02 -2.68% 

Tertiary Magnetizing 5.97E-02 6.12E-02 -2.38% 

Primary to Secondary Leakage 1.50E-04 1.53E-04 -1.64% 

Primary to Tertiary Leakage 4.88E-04 4.80E-04 1.63% 

Secondary to Tertiary Leakage 1.15E-04 1.21E-04 -4.93% 

Primary Capacitance 1.21E-10 6.36E-11 90.02% 

Secondary Capacitance 2.10E-10 2.07E-10 1.24% 

Tertiary Capacitance 3.68E-10 1.43E-10 157.99% 

Primary to Secondary Capacitance 1.31E-10 1.28E-10 1.96% 

Primary to Tertiary Capacitance 6.44E-11 7.08E-11 -9.04% 

Secondary to Tertiary Capacitance 1.53E-10 1.40E-10 9.69% 

Primary Series Resistance 1.42E-01 1.54E-01 -7.60% 

Secondary Series Resistance 1.46E-02 1.01E-01 -85.53% 

Tertiary Series Resistance 2.09E-02 2.90E-02 -28.10% 

Figure 6.67 and Figure 6.68 below show loading examples of the three port axial 

transformer. Figure 6.67 demonstrates the basic power flow from the primary coil, center, to the 

secondary and tertiary, middle and outer, with resistive loads. The primary excitation voltage is 

recorded on Ch. 1 while the two load currents are on Ch. 2 and Ch. 4. This demonstrates the 

triaxial transformers ability supply power from one node to another two nodes unequally. This is 

similarly demonstrated in Figure 6.68. However, now the middle winding is excited and the 

primary, center, and tertiary, outer windings are short circuited. The secondary excitation voltage 

is measured on Ch. 1 and the primary current and tertiary current on Ch. 3 and Ch 4. 

Respectively. This demonstrates the possibility for bidirectional power flow between any of the 

three ports of the triaxial transformer. 

 
Figure 6.67: Triaxial Resistive Load Test: Primary to Secondary and Tertiary. 
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Figure 6.68: Triaxial Short Circuit Test: Secondary to Primary and Tertiary. 

The triaxial transformer was also subjected to an active bridge emulation test. This 

characterization method leads to interesting insights into the behavior of the triaxial transformer. 

First, the performance of the strain annealed leakage flux cores is shown in Figure 6.69. This 

shows that cores excited from the primary winding outwards, generally exhibit expected 

behavior. However, excitation from the outer winding towards the center show a reduced 

effective permeability. This asymmetry can be leveraged in active bridge controls for intelligent 

power flow control that utilized the different effective series impedances of the various paths. 

Furthermore, when power is flowing between two windings, the third winding is generally 

unexcited, Figure 6.70. As the effective permeability of these paths is very low or even near one, 

neither the leakage core the magnetizing core is excited. Utilizing this concept could enable 

intelligent converter control that completely turns a converter off for specific power flow 

instances. This would could provide significant power savings as that converter would no longer 

contribute switching losses to the system total losses. 
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Figure 6.69: Effective Relative Permeability of Power Flow Paths in Triaxial Transformer with Strain 

Annealed Cores. 

 
Figure 6.70: Effective Permeability of Open Circuit Winding in Triaxial Transformer with Strain 

Annealed Cores. 
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The efficiency map, developed by emulating an active bridge as discussed earlier, for the 

triaxial transformer is shown below in Figure 6.71. These initial results are for the specific 

excitation that the dual voltage source converter can provide. In this case, the excitation voltage 

was not as high as that which would be seen the three port SuNLaMP test bed due to device 

limitations. As a newer version of the dual voltage source converter is assembled utilizing more 

advanced switching devices, these tests can apply the desired higher voltages. In this excitation, 

the current was higher than the application requirements. This led to high ohmic losses and 

ultimately lower efficiencies. As such, the triaxial transformer is expected to have better 

performance in the test system. However, this is an effective demonstration of the application of 

the dual voltage source converter emulating an active bridge power flow. It is also a proof of 

concept that the triaxial transformer can effectively operate as a three port transformer. 

 
Figure 6.71: Efficiency Map of Triaxial Transformer with Strain Annealed Leakage Cores. 
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With the distinct difference in power flow path efficiencies of Figure 6.71, it is important 

to analyze the specific mass dependent losses of the leakage cores to ensure that there is not a 

fundamental problem in the leakage core material. Figure 6.72 shows that the leakage loss cores 

generally perform the same. The primary difference is when power flow is inwards and through 

the secondary winding. It is clear that this geometry introduces significant additional losses. It 

deserves further study but an initial explanation is that the flux through this secondary winding is 

causing locally induced eddy currents in the winding and thus resulting in higher losses. 

 
Figure 6.72: Normalized Specific Losses of Triaxial Transformer. 

6.4 Conclusion and Future Work 

Practical magnetics require understanding of system and control opportunities to reach 

better designs. Magnetics designs alone can provide local optima but may be far from a system 

optimal design. In the case of the series DC coupled transformer, this meant using the converter 

to supply a cancelation field to avoid saturating the core. Rather than the traditional, magnetics 

only solution of adding air gaps, active DC flux cancelation dramatically reduced core volume, 

winding count and improved compensation performance. This parallel thinking is also required 

in the active bridge magnetics design. Designs using only power converter principles can result 
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in magnetics with significant leakage flux induced losses. However, by applying advanced 

magnetic principles in the design process it is clear that the transformer leakage flux must be 

carefully minimized or carefully managed. Magnetics without or with minimal normal flux are 

possible. This requires no shielding. However, the designs either require more components such 

as auxiliary inductors or are complex geometries such as the axial transformer.  

Strain annealing techniques again show significant advancement by providing low and 

tunable permeability without cut cores and gaps or other dimensional constraints. The wide range 

of permeability that is not limited to fixed values provides exceptional flexibility for further 

design control. This design control often requires multiple parameters to be tuned and it is useful 

to observer design sensitivities as tuning certain parameters is more effective for specific 

outcomes e.g. reducing the inner radius of the toroid for increased inductance rather than 

increasing the thickness. 

Both transformer designs need to be fully characterized for efficiency and performance in 

the 10 kw experimental prototype of the SuNLaMP system. However, the initial design process 

properly accounts for the loss components and initial parasitic elements are shown to be 

minimal. The 99.5% efficiency targets are within reach. 

There is significant future work to be done with the triaxial transformer. This thesis has 

produced a proof of concept of a novel triaxial transformer where power flow is bidirectional for 

all three ports. It has also leveraged novel, strain annealed cores for leakage inductance design. 

Further work can determine the tradeoffs and optimizations needed for volumetric, flux density, 

permeability, turns and many other design options for a more efficient or higher performance 

triaxial transformer.  
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CHAPTER 7: CONCLUSION AND FUTURE WORK 

This thesis has provided several advancements for high power medium frequency 

magnetics. It has introduced new material screening and characterization techniques. It has 

provided a novel testing circuit and testing superstructures for in depth studies of a variety of 

magnetic material behaviors and environmental responses. It has also identified and modelled a 

significant loss component of ribbon based materials. Similarly, it has highlighted the advantages 

of new processing techniques that make these same materials advantageous for loss reduction 

and thermal profile control. Finally, it provided application examples that highlight the combined 

design requirements and processes of general magnetics design with converter, control, and 

application oriented design. These advancements will have an impact in speeding the adoption of 

metal amorphous nanocomposite materials that will enable full utilization of the high power, 

high voltage wide bandgap devices. 

Connections between the bulk behavior and the underlying physics are shown by starting 

with the fundamental material properties. This analysis gives engineers and practitioners the 

background necessary to make informed design decisions. It is also important to highlight where 

further work is needed and where our understanding and models fall short. This has given rise 

the need for detailed characterization of magnetic materials. 

In order to understand the operational behavior of magnetic materials multiple parameters 

and testing conditions need to be qualified. This qualification and understanding is often more 

detailed than a typical manufacturer datasheet. However, this characterization will highlight edge 

cases and surprising behaviors that are not captured in the limited or single point analysis 

provided by suppliers. Unique circuits that can supply arbitrary excitation current and structural 

harnesses were presented to give engineers the tools necessary to map and characterize all of the 
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operational points their specific design needs. This enables engineers to better predict magnetics 

behaviors and ultimately determine better designs for converters. This further enhances the 

capabilities of wide bandgap devices by removing the bottleneck of poor magnetic design. 

The leakage flux induced losses are another roadblock to better converter designs that 

this thesis provides solutions for. The fundamental physics behind why this phenomenon occurs 

as well as design tools to better understand the flux paths were presented. As the leakage flux 

returns to the exciting coil, it encounters magnetic ribbon material. If it enters the face of the core 

where the thin edge is exposed, minimal losses occur. However, as it enters the broad surface, 

e.g. the inside and outside of a wound core, the leakage flux induces large eddy currents which 

result in losses many orders of magnitude greater than magnetizing losses. A mixed material core 

was shown to have significant reductions in these losses by redirecting the leakage flux into a 

high resistivity path. This also opened the possibility of designing the magnetizing inductance 

and the leakage inductance independently of each other and the winding layout by using a wing 

shield. This independent design concept was taken further by showing the possibility of an all 

MANC design without any core cuts by utilizing low permeability strain annealed cores for the 

leakage path. This solves a significant barrier to the adoption and use of MANC and other ribbon 

core materials for high power medium frequency magnetics. 

The processing technique of strain annealing is not limited to tuning for leakage 

inductances. This thesis also demonstrated that it can be used for loss and thermal management. 

The analytical expressions for local losses of various toroids show reductions in losses. These 

toroids had different strain induced relative permeability profiles. This approach also showed 

that, with the proposed anisotropic thermal model, the strain annealing profile can be used to 
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manage the radial temperature profile of a core. This concept was verified in laboratory 

prototypes where a significant reduction in peak core temperature was achieved. 

Finally, practical application examples were demonstrated. These examples highlight the 

combined nature of magnetics design. As with the air gap based series DC transformer, designs 

that are developed in conjunction the power converter and control capabilities can have 

significant improvements in performance and capabilities such as the active DC injection SDCT. 

Alternatively, by understanding the leakage flux induced losses and the leakage inductance 

requirement of the dual active bridge, different transformer designs become appealing. The 

concentric wound transformer with auxiliary inductors is similar to very high power low 

frequency designs for transmission. More advanced designs that utilize strain annealing 

technologies can employ the axial based design. Both designs have similar magnetic design 

processes and both manage the leakage flux in the transformer to avoid inducing excess eddy 

currents. These application examples tie together the theoretical concepts into real world 

scenarios where practical constrains require informed designs were tradeoffs must be deliberate 

and understood. 

This thesis paves the way for high power medium frequency magnetics. It has provided 

several fundamental concepts and testing processes to further our understanding. It provides 

many advancements that will enable faster adoption and better scalability of magnetic 

components for the high power wide bandgap devices that are growing in maturity. Many of the 

concepts discussed here are or are perceived to be roadblocks to full integration and utilization of 

magnetic materials for these devices and converters. With the solutions provided, these barriers 

have been lifted. Better materials and better material screen will require the advanced 

characterization techniques. These techniques will also enable targeted studies of magnetizing 
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physics and hopefully develop bulk material loss models that are less curve fitting and more 

physically accurate. Future work will continue to refine the models for leakage flux losses to 

provide a more nuanced understanding that better captures the underlying physics. The second 

and higher order effects can be incorporated in more advanced FEA models that allow more 

accurate prediction of this loss mechanism. This will enable better designs of magnetic shields 

that reduce the leakage flux induced losses even further. As the manufacturing process matures, 

strain anneal magnetic ribbon cores will become a critical tool for high power medium frequency 

magnetics design. Advanced designs will be able to find optimal tradeoffs between core 

geometry, inductance, and thermal and loss profiles. Finally, all of these concepts must mature 

and be proven in practical applications. High power medium frequency converters are coming 

and it will take the concepts presented in this thesis and more to enable the magnetic designs to 

excel. 

High power medium frequency magnetics are a critical component to the coming power 

electronics based energy revolution. This thesis provides many of the tools that will be required 

to ensure that the magnetic materials are fully characterized and optimally designed. It represents 

a significant impact by providing solutions for immediate adoption while also setting the stage 

further research.  
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Appendix A: Derivation for Linear Graded with Offset Permeability Profile 

Let us first define the profiles for permeability and flux density when a linear 

permeability with an offset is desired. 

𝜇(𝑟) =  𝜇1 + 𝜇𝑠𝑟 = 𝜇1(1 + 𝑔𝑟) 
𝐵(𝑟) =

𝜇(𝑟)𝑁𝐼

2𝜋𝑟
=

𝜇1(1 + 𝑔𝑟)𝑁𝐼

2𝜋𝑟
 

We then apply these profiles to the local loss form of magnetizing power loss function. 

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼∫ 𝐶(𝑟)𝐵(𝑟)𝛽𝑑𝑟 

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼∫ ℎ2𝜋𝑟 (

𝜇1(1 + 𝑔𝑟)𝑁𝐼

2𝜋𝑟
)

𝛽

𝑑𝑟 = 𝑘𝑓𝛼ℎ2𝜋 (
𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽

∫ 𝑟 (
1

𝑟
+ 𝑔)

𝛽

𝑑𝑟 

After simplifying by extracting all viable constants, it is clear that the remaining integral 

is nontrivial nor are typical integration and simplification techniques applicable. However, this 

integral is similar to the form of the special function, the Chebyshev integral. The following 

steps demonstrate the algebraic manipulations necessary for the proper form. The first 

simplification is to ensure that, r, the variable of integration, is only in the numerator. 

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ2𝜋 (

𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽

∫ 𝑟 (
𝑟

𝑟
(

1

𝑟
+ 𝑔))

𝛽

𝑑𝑟 = 𝑘𝑓𝛼ℎ2𝜋 (
𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽

∫ 𝑟1−𝛽 (1 + 𝑔𝑟)𝛽𝑑𝑟 

Next, the two exponentials must have the same base with the second exponential base 

being in the form of 1-x. That is with x representing the variable of integration. 

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ2𝜋 (

𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽

∫ (
−𝑔𝑟

−𝑔
)

1−𝛽

 (1 − −𝑔𝑟)𝛽𝑑𝑟 

Then by extracting a (
1

−𝑔
)

1−𝛽

from within the integrand, a form that is similar to the 

desired Chebyshev integral is found.  

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ2𝜋 (

𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽(−𝑔)𝛽−1∫ (−𝑔𝑟)1−𝛽 (1 − −𝑔𝑟)𝛽𝑑𝑟 
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Simple substitution, allows the transformation to the desired form to complete. Let 𝑧 =

−𝑔𝑟, 𝑝 = 1 − 𝛽, 𝑞 = 𝛽, and 𝑑𝑧 = −𝑔𝑑𝑟 then 𝑑𝑟 = (−𝑔)−1𝑑𝑧. This leaves only design 

constants the desired form for the integral with a known solution, as shown below. 

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ2𝜋 (

𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽(−𝑔)𝛽−2∫ (𝑧)𝑝 (1 − 𝑧)𝑞𝑑𝑧 

We can then use the solution to the Chebyshev integral, which has a solution using the 

incomplete beta function. This can be used to find a solution the equation for local magnetizing 

power loss.  

𝑃𝑙𝑜𝑐−𝜇1
= 𝑘𝑓𝛼ℎ2𝜋 (

𝑁𝐼

2𝜋
)

𝛽

𝜇1
𝛽(−𝑔)𝛽−1B−𝑔𝑟[2 − 𝛽, 1 + 𝛽] 

The definite integral, representing the magnetizing loss for a core of finite dimensions, 

utilizes the above solution and is shown above in equation (5.28). 

Appendix B: Soft Start Switch for Medium Voltage 

Appendix B.1: Motivation 

In order to take full advantage of the high induction magnetics and WBG devices while 

minimizing conduction losses, higher exciting voltages are expected. There is a need to charge 

the DC buses in a controlled manner. The following presents a novel switch configuration for 

such soft starting. It is also a question of developing test equipment and laboratory capabilities. 

Developing a safe and controlled medium voltage DC bus is a challenge and even more so when 

operating at medium voltage in a laboratory. Oftentimes, the laboratory power source is not rated 

to very high voltages due to the significant increase in safety and procedural requirements, [187]. 

However, higher current systems are easier to protect and thus construct and assemble. 



295 

Therefore, a high power, high current, low voltage source can be used with a boost type 

converter to gain medium voltage capabilities within test equipment. 

Given the high short circuit capability and the need for a medium voltage bus, careful 

protection and energization schemes are needed to achieve the desired testing levels. A typical 

way to charge the medium voltage DC bus is to increase the circuit time constant with series 

resistors that are bypassed with a relay for steady state operation. Alternatively, an auxiliary 

circuit can charge the DC bus from a lower source voltage. Both of these solutions can 

successfully charge the main power bus in a controller manner. However, they do not offer fault 

protection and they cannot connect directly to medium voltage. 

Appendix B.2: Proposed Switch 

A proposed solution is to connect a thyristor in parallel with an active switch, an IGBT. 

This thyristor will replace the traditional freewheeling diode that is typically parallel to these 

devices. An example of this IGBT / Thyristor device is shown below in Figure B.0.1, the IGBT 

collector is connected to the thyristor cathode and the IGBT emitter is connected to the thyristor 

anode. The gate of both the IGBT and thyristor are pulled out of the package for connection to 

control signals. 

 
Figure B.0.1: IGBT Thyristor Topology. 
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Appendix B.3: Converters with Proposed Switch 

This device is intended to apply in AC to DC converters The thyristor is only needed to 

replace a small portion of the freewheeling diodes in a converter. Examples of this partial 

replacement are shown in Figure B.0.2, Figure B.0.3, and Figure B.0.4 which are a non-

exhaustive list of topology examples where the application of this device could be beneficial. 

The new process for soft starting these devices replaces a separate charge circuit. Commutating 

the Thyristor with the AC mains and a ramp increase to the firing angle allows a slow ramp of 

current magnitude to pass through the thyristor and additional diodes in the converter. Once the 

DC bus is charged to the desired level, the firing angle is held at this level. And the SiC device 

can begin PWM based operation. Since the Thyristor can be commutated for less than full 

conduction, this enables buck operation of the power converter. If, classic operation of the power 

converter is needed, the thyristor can be commutated at 180 degrees or always on and thus 

behave like the diode it replaces. In the case of a fault on the DC bus, turning off the Thyristor 

commutation prevents power flow through the remaining diodes. This will halt current within 1 

half cycle of the AC wave and cause a collapse of the DC bus and subsequent decay of DC 

current feeding the fault. 

 
Figure B.0.2: SST With Soft Start Switch. 
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Figure B.0.3: MMMC With Soft Start Switch. 

 
Figure B.0.4: Three Phase Active Front End with Soft Start Switch. 

Appendix B.4: Charge Up 

Circuit simulations are used to verify the efficacy of this approach. The simulations were 

performed using Plecs simulation. Figure B.0.5, below, shows the inrush current and DC Link 

charge up with a simple H-Bridge boost rectifier. In the surge charge, a low resistance is in series 

with the converter leading to a large current peak as the capacitor of the DC link is initially 

charged. All of this current flows through the traditional freewheeling diodes.  
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Figure B.0.5: Surge Start Through Low Resistance. 

It is clear, that in the traditional circuit startup, a very high inrush current charges the DC 

link almost instantaneously. As the DC bus is charged, the current flows the diodes until the DC 

link voltage reaches steady state levels. 

However, if a thyristor is used to replace the freewheeling diodes as proposed, the DC 

link can be charged in a controlled manner. Figure B.0.6 shows such a controlled charge 

operation. It is obvious from the time scale that this charging process is under deliberate control. 

Furthermore, the charge current is significantly limited and never surges beyond steady state 

levels. This means that a converter and all associated auxiliary components will experience less 

overloading stress during start up. This soft starting procedure was controlled by gradually 

reducing the firing delay angle of the thyristors, as seen in the bottom plot. This rate of change of 

firing angle ultimately controls the charge time of the DC link and could be modified as needed 

for specific applications. 
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Figure B.0.6: Soft Start Through IGBT Thyristor Switch. 

Appendix B.5: Steady State  

It is also important to compare the steady state operation of the traditional and proposed 

charging circuits. Once the DC link has reached steady state after either the surge charge or soft 

charge, the IGBTs can begin operating in boost mode as a synchronous boost rectifier. The 

thyristor behaves just as diodes do when their firing signal is held on. This enables the steady 

state operation of the diodes and thyristor based circuits to be indistinguishable even when the 

IGBTs are controlled as a boost rectifier. 
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Figure B.0.7: Steady State Operation. 

 Green = Traditional Parallel Diode; Red = Proposed Parallel Thyristor. 

Appendix B.6: Fault Conditions 

One of the drawbacks of the traditional voltage source converters is the inability quickly 

stop faults. Generally, an additional relay or circuit breaker is needed that can handle these faults. 

As can be seen in the below image, the IGBTs are cut off when the current reaches the 60 Amp 

trip threshold. However, because of the diodes, the fault continues to be supplied by the power 

converter. This will continue until a circuit breaker is activated and the AC source is 

disconnected from the converter. This could have a cascaded effect as circuit breakers generally 

feed multiple loads and systems. As the circuit breaker opens to protect one converters fault, 

everything downstream will also be disconnected. 
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Figure B.0.8: Fault Condition in Traditional Active Front End. 

One of the advantages of the parallel thyristor is the ability to discontinue gating once a 

fault condition is detected. This means that once detected, a fault will be cleared in at most one 

AC half cycle. The thyristor will continue to conduct after gating signals have been removed but 

will cease conduction when the switch voltage is reversed. Unlike the diode though, the thyristor 

will not begin conducting again with positive switch voltage. Another advantage of this 

protection scheme is that only the faulted converter is disconnected from the AC source leaving 

all other loads unaffected. The proposed topology not only clears faults quickly but has a 

reasonable chance of reducing the maximum fault current. This is because only the remainder of 

a half cycle will feed the fault. If the fault system is tripped after peak voltage, the resulting 

maximum fault current will be less than a traditional circuit which experiences a ‘second dose’ 

of fault current on the next half cycle. Furthermore, advanced protection schemes that are present 

in newer smart circuit breakers can also be employed with this protection scheme. This enables 

the parallel thyristor IGBT switch to be a robust protection solution. 
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Figure B.0.9: Fault Suppression with Proposed Switch. 

Appendix B.7: Conclusion and Future Work 

A proposed new IGBT switch topology that replaces a traditional freewheeling diode 

with a controllable thyristor has been simulated and shown to provide many benefits for medium 

voltage applications. While the motivation for this switch geometry is developing safe and 

effective testing equipment for medium voltage magnetics, this topology can be used in many 

application spaces. The thyristor enables equipment reductions as charge up or resistive soft 

charge circuits are no longer needed. It has the potential to further reduce equipment by 

eliminating the need for extra protective equipment as the thyristor can assist in arresting faults 

on the DC link. This new topology has significant potential for advanced rectifier designs in the 

medium voltage space. 

Future work will develop laboratory prototypes to verify the efficacy of the simulations. 

Similarly, research in advanced packaging will enable better module integration of the IGBT and 
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Thyristor than discrete components on printed circuit boards. This will result in reduced parasitic 

elements and ultimately a more viable switch. 

 


