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Abstract—The basic principles and theory of phased sub-
array (PSA) imaging imaging provides the flexibility of re-
ducing the number of front-end hardware channels between
that of classical synthetic aperture (CSA) imaging—which
uses only one element per firing event—and full-phased ar-
ray (FPA) imaging—which uses all elements for each firing.
The performance of PSA generally ranges between that ob-
tained by CSA and FPA using the same array, and depends
on the amount of hardware complexity reduction. For the
work described in this paper, we performed FPA, CSA, and
PSA imaging of a resolution phantom using both simulated
and experimental data from a 3-MHz, 3.2-cm, 128-element
capacitive micromachined ultrasound transducer (CMUT)
array. The simulated system point responses in the spatial
and frequency domains are presented as a means of study-
ing the effects of signal bandwidth, reconstruction filter size,
and subsampling rate on the PSA system performance. The
PSA and FPA sector-scanned images were reconstructed
using the wideband experimental data with 80% fractional
bandwidth, with seven 32-element subarrays used for PSA
imaging. The measurements on the experimental sector im-
ages indicate that, at the transmit focal zone, the PSA
method provides a 10% improvement in the 6-dB lateral
resolution, and the axial point resolution of PSA imaging
is identical to that of FPA imaging. The signal-to-noise ra-
tio (SNR) of PSA image was 58.3 dB, 4.9 dB below that
of the FPA image, and the contrast-to-noise ratio (CNR)
is reduced by 10%. The simulated and experimental test
results presented in this paper validate theoretical expecta-
tions and illustrate the flexibility of PSA imaging as a way
to exchange SNR and frame rate for simplified front-end
hardware.

I. Introduction

In the companion paper [1], phased subarray imaging
was presented as a method for significantly reducing

the number of costly and bulky front-end electronic chan-
nels in a phased-array imaging system. Conventional full-
phased array (FPA) imaging transmits and receives on all
transducer elements simultaneously to form each beam of
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a sector scan. The number of front-end electronic chan-
nels required is equal to the number of transducer ele-
ments. On the other extreme, classical synthetic aperture
(CSA) imaging transmits and receives on only one ele-
ment at a time. Phased subarray (PSA) performs consec-
utive transmit and receive acquisitions on a number of
small subarrays that span the full array. The number of
front-end electronic channels required for the PSA sys-
tem is reduced to the number of elements per subarray.
Due to the reduced transmit and receive aperture size, a
smaller number of beams need be acquired as determined
by the Nyquist sampling criteria. The unacquired beams
are reconstructed by upsampling and interpolating with
a subarray-dependent digital filter. The weighted coher-
ent sum of the subarray responses equals that of an FPA
system. Because FPA imaging uses all elements simulta-
neously during both transmit and receive, we use it as the
gold-standard imaging method to which we compare PSA
imaging.

The remainder of the paper is organized as follows: Sec-
tion II describes the methods used to acquire the exper-
imental pulse-echo data, generate the simulated A-scan
data, and process the data to form images. Section III de-
scribes the results obtained using a narrowband and wide-
band PSA reconstruction filter and compares the results
to an FPA system. Concluding remarks are given in Sec-
tion IV.

II. Methods

A. Experimental Data

The experimental setup and methods used to acquire
the raw radio frequency (RF) pulse-echo data for this
work was reported in detail by Oralkan et al. [2]. The ex-
perimental A-scans were acquired with a one-dimensional
(1-D), linear, capacitive micromachined ultrasound trans-
ducer array. The array consisted of 128 elements with a
pitch of 250 µm. Each element was 6 mm × 0.2 mm in size
and consisted of 750 capacitive micromachined ultrasound
transducer (CMUT) cells electrically connected in paral-
lel. Custom front-end hardware was designed and built for
acquiring pulse-echo data. A 40-V direct current (DC) bias
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TABLE I
System Parameters.

Parameter Experimental Simulated

Number of array elements (N) 128 128
Element pitch (d) 250 µm 250 µm
Center frequency (f0) 3.0 MHz 3.0 MHz
6-dB Bandwidth (narrowband) 5% 5%
6-dB Bandwidth (wideband) 80% 80%
Sampling frequency (fs) 50 MHz 96 MHz
Velocity of sound (c) 1430 m/s 1430 m/s
Location of point reflector 13.1 cm1 13.1 cm

1Fourth wire target.

was applied to the array, and a 15-V, 100-ns unipolar pulse
was applied to generate the transmit pulse. The received
signals were amplified with a fixed gain of 60 dB, then
sampled at 50 MHz. In general, sampling at a rate of 32
times the center frequency eliminates delay quantization
errors. Because 50 MHz represents sampling at roughly
16 times the center frequency, there is a possibility that
the delay quantization error will affect the reconstructed
images of all imaging methods. The A-scans were formed
by transmitting on a single element, then receiving from
all other elements and storing the received signals indi-
vidually. The weak transmit power due to transmitting on
only a single element was compensated for by recording
the average of 100 received signals with 12-bit resolution,
resulting in a 20-dB signal-to-noise ratio (SNR) gain. In
addition, a 1–5 MHz digital bandpass filter was applied to
all A-scans.

The test phantom consisted of seven parallel steel wires
submersed in vegetable oil, which protects the array elec-
tronic wiring from corrosion and mimics the acoustic prop-
erties of tissue better than water [2]. The wires had a diam-
eter of 0.38 mm and were uniformly spaced with a separa-
tion of 2.85 cm. We analyzed the reflected signal from one
of the wire targets; the center frequency of the response
was 3.0 MHz, with a 6-dB bandwidth of 80%, which was
not compensated for diffraction or attenuation losses [2].
The parameters for the experimental system are listed in
Table I.

B. A-Scan Simulations

A computer program was written to generate A-scans
similar to those acquired from the experimental setup, sim-
ulating both the transducer array and wire phantom ge-
ometries. A point reflector was located 13.1 cm (f/# = 4.1)
from the array, the distance to the fourth wire target in
the experimental setup. The excitation pulse used was a
modulated Gaussian. Loss due to radiation was included
in the model; attenuation and electronic noise were not
included. As with the experimental A-scans, a 1–5 MHz
digital bandpass filter was applied. Unless otherwise men-
tioned, the settings used to generate the simulated A-scans
are as listed in Table I.

TABLE II
Beamformer Settings.

Parameter Narrowband Wideband

Number of FPA/CSA beams (QFPA) 185 361
Number of PSA beams (QPSA) 47 91
Scan angle (Θ) 90◦ 90◦

Number of subarrays (K) 7 7
Number of elements per subarray (M) 32 32
Upsampling rate 4 4
Sampling frequency (output beams) 12 MHz 12 MHz
Transmit focal depth 13.1 cm 13.1 cm

C. Beamformer

Custom RF beamforming software was written to gen-
erate all images. The RF beamformer used the stan-
dard delay-and-sum method to calculate the image inten-
sity, and applied fixed transmit focusing and dynamic re-
ceive focusing. The transmit focal distance was 13.1 cm
(f/# = 4.1). The image intensity was calculated at uni-
formly spaced points along each of Q beams with an out-
put sampling rate of 12 MHz. The beams all radiated from
the center of the array and were evenly spaced in sin θ
and spanned a sector angle of Θ. Nearest-neighbor inter-
polation was used to determine which A-scan sample con-
tributed to each image sample. A minimum f/# of 2 was
used for both the transmit and receive apertures, although
all image targets used in this study are beyond this range.
Unless otherwise specified, the beamformer settings used
to produce the results reported in this paper are listed in
Table II.

D. Image Formation

The remaining steps used to form the ultrasound im-
ages were performed using Matlab (The Mathworks, Nat-
ick, MA). The beams were treated as the real part of an
analytic signal. The complex signal was generated by ap-
plying the Hilbert transform [3]. For FPA and CSA imag-
ing, these beams were immediately envelope detected to
form the final image. The PSA imaging required addi-
tional reconstruction steps prior to envelope detection, as
described below. Envelope detection of the beams was per-
formed by calculating the magnitude of the complex ana-
lytic signal. For images in r − sin θ format, the beams are
displayed directly without scan conversion. Bilinear inter-
polation was used to scan convert the experimental image
data displayed in rectangular coordinates [4].

The details of PSA image formation and reconstruc-
tion filter design were previously described [1], and the
steps taken are summarized here. Each low-resolution sub-
array image was first laterally upsampled by L by inserting
zero-sampled beams. To reconstruct the beams, a 1-D (for
narrowband systems) or 2-D (for wideband systems) finite-
impulse response (FIR) filter was convolved with each sub-
array image, producing the high-resolution subarray im-
ages. The 2-D filters have Nq taps in the lateral dimension
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TABLE III
PSA Imaging Parameters.

Parameter Value

PSA upsampling rate (L) 4
Filter lateral width (Nq) (narrow- and

wide-band filters) 31
Filter axial height (Nr) (wideband filter only) 31
Window function (lateral and axial) Hamming

and Nr taps in the axial dimension. In the lateral dimen-
sion, this corresponds to using the nearest eight acquired
beams to reconstruct the others. The high-resolution sub-
array images are coherently weighted and summed to form
the final PSA image. Unless otherwise specified, the PSA
system parameters used to produce the results reported in
this paper are listed in Table III.

E. Spatial Resolution

Spatial resolution measurements were made using r −
sin θ images of each wire target. Sampling rates were in-
creased by 4 laterally and 10 axially, resulting in sample
spacing of ∆ sin θ = 0.001 (∆θ = 0.05◦ at θ = 0◦) lat-
erally and 6 µm axially. Spline interpolation was used to
calculate the spatial resolution along both axes.

F. Image Signal-to-Noise Ratio

The SNR measurements were made using experimental
images after scan conversion. The SNR was calculated for
each of the six targets. An r− sin θ image centered around
the target was formed with dimensions of 45◦ laterally and
2.6 cm axially. The signal power (s2) was calculated as
the square of the maximum point-spread function (PSF)
magnitude, and the noise power (σ2) was calculated as
the variance of the noise in the area around the PSF. The
image SNR then was calculated as SNR = 10 log

(
s2/σ2

)
.

G. Contrast-to-Noise Ratio

The contrast-to-noise ratio (CNR) of an imaging sys-
tem indicates how well it can distinguish regions with dif-
ferent densities of scatterers. Two cysts were simulated
for CNR measurements: one with a 4-mm diameter and
the other with an 8-mm diameter. Each was placed along
the normal of a 120-element array at a depth of 10 cm.
Point reflectors were randomly distributed with a density
of 15-points/mm2 in the region surrounding the cyst. 30◦-
lateral × 2-cm-axial images were used for CNR measure-
ments. The transmit focal distance was located at the cen-
ter of the cyst.

The CNR was calculated from 60-dB images as CNR =
|µc − µs| /σs, where µc and µs are the mean image intensi-
ties of the cyst and speckle regions, respectively, and σs is
the standard deviation of the image intensity in the speckle
region [5]. For the 4-mm cyst, the central 3-mm diameter
portion was used to calculate the mean, and all points

beyond a 5-mm diameter were used as the speckle region.
For the 8-mm cyst, these boundaries were defined by 6-mm
and 10-mm diameters.

III. Results

A. Narrowband Reconstruction

The parameters used for simulated and experimental
narrowband images are given in Tables I, II, and III. Fig. 1
outlines the cosubarray responses at each step of a simu-
lated narrowband system. The response at each stage was
similar to the theoretical response shown in Fig. 8 of [1].
The cosubarray responses are given in Fig. 1(a); the co-
subarrays filled the range of lateral spatial frequency, in-
dicating that beamspace was critically sampled. Upsam-
pling the beams in the spatial domain by four led to the
desired response and three aliases, as shown in Fig. 1(b).
Due to the truncation and windowing of the reconstruc-
tion filter in the spatial domain, the PSA reconstruction
filters (dashed line) had a smooth roll-off that limited their
ability to perfectly suppress the aliases. Energy from ad-
jacent aliases was evident in the cosubarray response after
reconstruction [Fig. 1(c)], resulting in ripples in the final
coarray response [Fig. 1(d)]. Regardless, the final PSA re-
sponse closely resembled the FPA response.

The process was repeated using the experimental data,
and the results are illustrated in Fig. 2. The primary dif-
ference in the response compared to that of the simulated
data was the addition of noise for both FPA and PSA
imaging. Although the final PSA coarray response approx-
imated that of FPA imaging, the expected decrease in the
SNR was clearly evident. Unlike the FPA response, the
PSA final coarray had higher noise contributions near the
center—corresponding to lower lateral spatial frequencies.
This result is expected as that PSA imaging acquires fewer
independent samples at lower spatial frequencies compared
to FPA imaging.

B. Wideband Reconstruction

The settings for wideband simulations are shown in Ta-
bles I, II, and III. We first illustrate the 2-D frequency re-
sponse of wideband PSA and FPA systems using simulated
80% bandwidth data in Fig. 3. The 2-D frequency response
of acquired subarray images, the upsampled images, and
the reconstruction filter are shown for four different sub-
arrays (k = 1 . . . 4) in Fig. 3(a)–(c). The response of the
remaining three subarrays (k = 5 . . . 7) are not shown as
they were symmetric to those of the first three subarray
responses. The overall magnitude response can be seen in
the mesh plot for the first subarray in Fig. 3(f)–(h). The
overall PSA response is compared to the FPA response in
Fig. 3(d) and (e). Only the positive temporal frequency
is displayed because the signal is analytic and has zero
energy in the negative axial spatial frequency (temporal
frequency) domain. The spatial frequency response of a
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Fig. 1. Coarray representation of narrowband PSA image acquisition and reconstruction based on simulated data with 5% bandwidth and
1-D lateral spatial filtering. (a) Cosubarray corresponding to critically-sampled beam acquisition. (b) Upsampling in beamspace by a factor
of four leads to replication in coarray space. The 31-tap filter response shown by the dotted line is centered over the desired cosubarray
response; all others are unwanted aliases. (c) After reconstruction, the cosubarrays approximate the response of a fully-sampled beamspace.
(d) By weighting and summing these responses, the final PSA coarray closely approximates that of FPA imaging. The vertical scale in all
plots is the magnitude of the lateral spatial frequency response.

Fig. 2. Coarray representation of narrowband PSA image acquisition and reconstruction based on experimental data with 5% bandwidth
and 1-D lateral spatial filtering. (a) Cosubarray corresponding to critically-sampled beam acquisition. (b) Upsampling in beamspace by a
factor of four leads to replication in coarray space. The 31-tap filter response shown by the dotted line is centered over the desired cosubarray
response; all others are unwanted aliases. (c) After reconstruction, the cosubarrays approximate the response of a fully-sampled beamspace.
(d) By weighting and summing these responses, the final PSA coarray closely approximates that of FPA imaging. The vertical scale in all
plots is the magnitude of the lateral spatial frequency response.

phased array system has compact support, and specifying
the passband for the reconstruction filter requires knowing
the bounds of this support. For this reason, the responses
are displayed on a logarithmic scale such that even regions
with weak (though important) signal power are visible.
Note the similarity of these responses to the theoretical
drawings (Fig. 9 in [1]).

We investigated the performance of the narrowband and
wideband reconstruction filters using simulated data with
fractional bandwidth ranging from 10% to 90%, as shown
in Fig. 4. For all imaging methods, the axial width of
the main lobe decreased with increasing bandwidth as ex-
pected. The 2-D PSFs resulting from applying the wide-
band filter were in excellent agreement with those obtained
from FPA imaging and exhibit minimal distortion.

Compared to the 2-D wideband filter, the 1-D narrow-
band filter has a lower image reconstruction complexity—

as measured in number of operation counts required for im-
age reconstruction—due to many fewer filter taps. There-
fore, it is desirable to use the narrowband filter when-
ever the system signal bandwidth permits. The narrow-
band PSA filter performed more poorly than the wide-
band PSA filter at all bandwidths. The narrowband PSF
became more distorted with increasing bandwidth. For the
bandwidths studied, the distortions caused by narrowband
PSA reconstruction were minimal at bandwidths of 50%
and below.

C. PSA System Design Parameters

As compared to a conventional FPA imaging system,
a PSA system adds several additional system parameters
that must be considered when designing the system. These
additional parameters include the size of each subarray
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Fig. 3. 2-D frequency responses of a simulated 3 MHz, 80% bandwidth phased array ultrasound system. (a) Responses of subarrays 1–4
for a PSA system when acquired with a low beamrate. (b) Upsampling the subarray images by a factor of four produces a center desired
response and three unwanted aliases. (c) The passband of the subarray-dependent reconstruction filter preserves the desired response while
suppressing the aliases. (d) The reconstructed subarray images are weighted and summed, resulting in a response equivalent to that of a
FPA system shown in (e). (The images in (c) are displayed with a linear scale; all other images are displayed with 50 dB of log compression.)
Mesh plots of the second subarray response are shown in (f), (g), and (h).

(equivalently, the number of subarrays), the number of
beams to acquire for each subarray image, the upsampling
rate, and the size of the reconstruction filter. The relation-
ship between these parameters is discussed in [1]. Unless
otherwise stated, the default design parameters used in
this study are summarized in Tables II and III and were
chosen to achieve good performance without excess com-
putational complexity for image reconstruction.

Several simulations were performed to illustrate the im-
pact on PSA system performance when compromising each
of several design parameters: filter size, upsampling rate,
subarray size, focal depth. One parameter was varied in
eash simulation and all others were held constant to their
default values listed in Tables II and III. To compare the

performance of each system, we generated r− sin θ images
of the point spread function, as well as the magnitude of
the 2-D fast Fourier transform (FFT) of the PSF prior to
envelope detection.

1. Filter Size: We tested the performance when varying
the filter lateral width and axial height independently. For
each case, the same passband was defined in the frequency
domain, but the spatial-domain filter was truncated and
windowed to the size specified.

The spatial PSA reconstruction filter was tested with
7, 15, 23, and 31 taps laterally, as shown in Fig. 5. These
filter sizes correspond to using the nearest 2, 4, 6, and 8
acquired beams for interpolation. The PSFs became sig-
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Fig. 4. Point spread functions from the simulated data illustrating
the effect of varying the signal bandwidth on (a) the gold-standard
FPA imaging method, (b) PSA narrowband imaging with a 1-D lat-
eral reconstruction filter; and (c) PSA wideband imaging with a 2-D
reconstruction filter. The r − sin θ images are 15◦ wide, and dis-
played with 60 dB of log compression. The 10% bandwidth images
are 6.4 mm high; all others are 3.2 mm.

nificantly degraded for filter widths below 23 taps. There
were minimal perceptible differences between the results
of the 23- and 31-tap filters, and we observed no percep-
tible differences for filter widths exceeding 31 taps. Insuf-
ficiently narrow filters were unable to suppress the aliases
in the frequency domain as illustrated in Fig. 5(b).

The filter also was tested with 7, 15, 23, and 31 taps ax-
ially, as shown in Fig. 6. No differences were observable for
filters exceeding 23 taps. The filter length determines how
much of a slope the passband will have in the frequency
domain [as illustrated in Fig. 3(c)]. Therefore, it is not sur-
prising that the PSF resulting from the use of a 2-D filter
with only seven taps in the axial dimension was remark-
ably similar to that of the narrowband filter—which has
only one tap in the axial dimension—when used for wide-
band systems [Fig. 4(b)]. Note that both the narrowband
and wideband filters had 31 taps in the lateral dimension.

2. Upsampling Rate: Fig. 7 illustrates the results of
upsampling by rates of 3, 4, 5, and 6. For each of these
upsampling rates, we varied the lateral width of the re-
construction filter such that eight acquired beams were
used for interpolation; the widths were 23, 31, 39, and 47,
respectively. Distortions were clearly visible for all upsam-

Fig. 5. (a) Point spread functions and (b) frequency responses of the
simulated data illustrating the effect of varying the 2-D wideband
PSA reconstruction filter width (number of taps in the lateral di-
mension). The r − sin θ images are 3.4 mm high and 20◦ wide. The
PSF and FFT images are displayed with 60 dB and 50 dB of log
compression, respectively.

pling rates above the critical rate of 4, and upsampling
at a lower rate caused no visually perceptible improve-
ment. Therefore, it is not worth sacrificing the frame rate
in hopes of achieving better results from a reduced upsam-
pling rate.

3. Subarray Size: One of the primary advantages of
PSA imaging is that system parameters such as frame rate
or image SNR can be traded for a substantial reduction
in the front-end hardware complexity. To illustrate this
flexibility, we tested the performance of PSA imaging using
a 120-element array divided into subarrays ranging in size
from 8 to 60 elements, equivalent to reducing the front-end
hardware complexity over a range of 15 to 3. Because the
upsampling rate was different for each case (ranging from
15 to 2), the lateral filter width was adjusted such that a
fixed number (eight) of nearest acquired beams was used
to reconstruct each interpolated beam. The lateral filter
width varied from 119 to 15 taps.

The resulting PSFs are shown in Fig. 8. For subarrays
having at least 20 elements, the differences in the PSF were
minimal. Outer side lobes began to appear for subarrays
with 12 or fewer elements. The response of these small sub-
arrays was very narrow, leading to difficulties in designing
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Fig. 6. (a) Point spread functions and (b) frequency responses from
the simulated data illustrating the effect of varying the 2-D wide-
band PSA reconstruction filter height (number of taps in the radial
dimension). The r− sin θ images are 3.4 mm high and 20◦ wide. The
PSF and FFT images are displayed with 60 dB and 50 dB of log
compression, respectively.

reconstruction filters with sufficiently rapid roll-off and a
uniform passband.

4. Focal Depth: All PSFs presented thus far were lo-
cated at the transmit focal distance. The loss of resolution
and other distortions that occur outside the transmit fo-
cal region are of serious concern when designing a real-time
ultrasound system, and is an ongoing area of research [6]–
[12]. The PSA point response at five different depths is
given in Fig. 9 and is compared to that of FPA. At depths
of 13.1, and 15.4 cm, the PSA response is very similar
to the FPA response. The other three points further from
the focal point show that the PSF for PSA imaging is sig-
nificantly different from that of FPA. Although the PSF
appears degraded due to the additional arms, the images
also show that the energy in the original horizontal and di-
agonal arms has been reduced. The PSF of PSA imaging
matches that of FPA imaging at the focal distance, and
the similarity decreases with increasing distance from the
focus.

5. Subarray Size and CNR: The CNR was measured
using the simulated cyst phantom data as discussed in Sec-
tion II-G and the results are presented in Fig. 10. Sample

Fig. 7. (a) Point spread functions and (b) frequency responses from
the simulated data illustrating the effect of varying the upsampling
rate of the subarray images prior to reconstruction. The r − sin θ
images are 3.4 mm high and 20◦ wide. The PSF and FFT images
are displayed with 60 dB and 50 dB of log compression, respectively.

sector-scanned images are shown in Fig. 10(a)–(f). The
PSA images in Fig. 10(b) and (e) were formed using seven
30-element subarrays. All CNR measurements normalized
to the FPA result are plotted in Fig. 10(g)–(h). For the 4-
mm cyst, the CNR measurement of all but the two smallest
subarray sizes were within 10% of the FPA measurement,
and all were within 20%. Overall the CNR improved with
increasing subarray size.

D. Experimental Results

1. Imaging Results: The full set of experimental A-
scans were processed using both FPA and PSA imaging
to create the 90◦ sector-scan images shown in Fig. 11(a)
and (b). The settings used to generate the images are given
in Tables I, II, and III. The points in the PSA image were
slightly wider than those in the FPA image. For targets
outside the focal region, the diagonal arms were blurred in
the PSA image as discussed in Section II-C,4.

Close-ups of the fourth wire target are shown in
Fig. 11(c) and (d) for FPA and PSA, respectively. Recall
that the transmit focal depth was located at this target.
The general shape of the PSF was similar to those from
the simulations. The reader should keep in mind that these
images are presented in rectangular coordinates, causing
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Fig. 8. Point spread functions from the simulated data using different
subarray sizes (and equivalently, the number of subarrays). The r −
sin θ images are 3.4 mm high, 45◦ wide, and displayed with 60 dB of
log compression.

a slight upward curvature and different aspect ratio when
compared to the simulated r − sin θ images. One notice-
able difference between these point responses and those ob-
tained from the simulations is the appearance of additional
lobes in the axial direction. These are due to crosstalk be-
tween array elements [2].

The close-up images are shown with 40-, 50-, and 60-dB
of log compression, which were on either side of the noise
floor for both imaging methods; 40 dB was above the noise
floor of both methods, and thus no background noise was
visible. The central lobe of the point responses for the two
methods had a similar shape and size, but the left hori-
zontal and upper-right diagonal arms were lengthened in
the PSA response. At 50 dB, the FPA image was relatively
noise free, but noise began to appear in the PSA image;
this was because the noise floor for FPA was still below
50 dB, and that of PSA was just above 50 dB. In this case,
the point response arms did not seem different in length,
but were slightly wider in the PSA case. This result was
not observed in the simulations and is likely due to the ad-
ditive noise. At 60 dB, the dynamic range approached the
noise floor of FPA and was well below that of PSA. Inde-

Fig. 9. Response of the (a) FPA and (b) PSA systems for points at
various depths around a fixed focal depth of 13.1 cm. The r − sin θ
images are 3.4 mm high, 15◦ wide, and displayed with 60 dB of
logarithmic compression.

pendent of background noise, the two responses were simi-
lar without any major differences. Within the focal region,
PSA imaging produced results equivalent to FPA imaging
with an additional noise contribution. The increase of the
noise level for PSA imaging was expected [1] and is further
discussed in Section III-D,3.

Lateral and axial profiles of the point response are
shown in Fig. 11(e) and (f). Compared to FPA, the lat-
eral profile for PSA had a slightly increased noise floor.
The shape of the main lobe base differed, but the width
of the main lobe was in good agreement. The axial pro-
files were also remarkably similar, as seen in Fig. 11(f).
The 6-dB resolution of the fourth wire target image was
measured for both imaging methods. For FPA, the reso-
lution was measured as 0.86◦ laterally and 0.31 mm axi-
ally; the PSA lateral and axial resolutions were 0.77◦ and
0.31 mm, respectively. The axial resolution for the two
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Fig. 10. Comparison of CNR for FPA, PSA, and CSA imaging methods using a simulated speckle phantom. (a)–(c) Sector scanned images
for the 4-mm diameter cyst. (d)–(f) Sector scanned images for the 8-mm cyst. (a)–(f) are displayed with 50 dB dynamic range (b) and (e)
are formed using seven 30-element subarrays. (g) and (h) CNR of the three methods normalized to FPA.

methods are identical, and the lateral resolution for PSA
imaging is 10% less than that of FPA. This improvement
in the lateral resolution was limited to the region near
the focal zone, demonstrated when comparing the resolu-
tion for all six targets in the image. The mean axial and
lateral resolutions for all points using FPA imaging were
0.33 mm (σ = 0.04 mm) and 1.1◦ (σ = 0.2◦); PSA imag-
ing achieved mean resolutions of 0.32 mm (σ = 0.03 mm)
and 1.6◦ (σ = 1.1◦). As before, the axial resolution was
unaffected by PSA imaging. The large standard deviation
of the lateral resolution measurement was due to the poor
performance of both methods outside the focal region.

Theory did not predict that PSA imaging would attain
higher lateral resolution than FPA imaging as measured at
the focal point. The improved lateral resolution indicates
that the PSA frequency response consisted of higher lat-
eral spatial frequency components than the FPA frequency
response. One possible cause is imperfect alias suppres-
sion, resulting in artifacts outside the theoretical bound of
the 2-D frequency response. Another cause may be that
the PSA coarray had increased response at the higher lat-
eral spatial frequencies relative to the FPA coarray due to
nonuniform interpolation filter passbands.

The SNR was measured at all six target locations. The
mean SNR was 63.1 dB (σ = 5.6 dB) for FPA and 58.2 dB
(σ = 5.5 dB) for PSA, representing only a 4.9 dB dif-
ference. These measurements agree well with the level of
the noise floor of the lateral PSF shown in Fig. 11(e), and
also explains the difference in noise levels between the two
60-dB images in Fig. 11(c)–(d).

The mean CNR of the 4-mm diameter cyst was 3.4 for
both FPA and PSA; for the 8-mm cyst, the CNR for FPA

and PSA was 5.4 and 4.8, respectively. This represents a
10% decrease in CNR of PSA as compared to FPA.

These results are summarized in Table IV. The number
of firings and frame rate were calculated assuming a 90◦

sector scan. In summary, this PSA system exchanges 5 dB
of SNR and 10% CNR for a fourfold reduction in front-end
hardware complexity.

2. Subarray Size and Resolution: To further illustrate
the flexibility in PSA system design, we tested its perfor-
mance with different numbers of subarrays using the ex-
perimental data from the center 120 elements of the array.
We compared the resulting 6-dB axial resolution, lateral
resolution, and image SNR to those of FPA and CSA, as
shown in Figs. 12 and 13.

Lateral and axial resolution measurements are shown
in Fig. 12. All results are shown normalized to the av-
erage of the FPA results at all targets. The CSA also is
shown relative to FPA, and also was averaged across all
targets. For PSA imaging, the mean is plotted with er-
ror bars representing one standard deviation away from
the mean. Fig. 12(c) compares the averaged results for all
subarray images at each target location. The small error
bars at targets 3 to 6 indicate that all subarray sizes have
consistent performance near the focal region. The PSA lat-
eral resolution at targets 4 to 6 were smaller than that of
FPA, consistent with the previous findings for the 128-
element array. The lateral resolution as a function of the
subarray size—and averaged over all target locations—is
shown in Fig. 12(a). The mean PSA lateral resolution was
larger than FPA for all subarray sizes due to the influence
of the poor resolution in the near field, and the variation
was large due to the large difference in resolutions between
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Fig. 11. Comparison of FPA and PSA imaging using experimental data. For both methods, the fixed transmit focus corresponds to the
fourth wire target, and dynamic focusing is used on receive. (a) FPA image formed with 361 beams using all 128 CMUT elements. (b) PSA
image formed using 5, 32-element subarrays, each acquiring 91 beams. (c) and (d) Magnification of the fourth wire target shows that the
2-D PSF for PSA imaging closely approximates that of FPA imaging. (e) Lateral PSFs of FPA and PSA, with an inset showing a close-up
of the main lobe. (f) Axial PSFs for both PSA and FPA.

the near field and focal region. The data shown indicates
a trend of decreasing variation with increasing subarray
size.

The FPA-normalized axial resolution is shown in
Fig. 12(b) and (d). Note that the vertical scale on these
graphs is much smaller than that of the lateral resolution.
Fig. 12(d) shows that, for the three points nearest the focal
point, the axial resolution was between that of FPA and
CSA for all subarray sizes. The axial resolution improved
slightly for points further from the array. Fig. 12(b) em-
phasizes the uniformity of the axial resolution as a func-
tion of the subarray size. The mean axial resolution for

all subarray sizes was within 2% of the FPA axial resolu-
tion.

3. Subarray Size and SNR: The SNR results for varying
subarray sizes are shown relative to those of FPA at each
target in Fig. 13. Fig. 13(b) shows the average SNR for all
subarray sizes for each target and indicates that the rela-
tive SNR was virtually constant for all points in the image.
It was shown in [1] that the image SNR for PSA imaging
is expected to increase as the subarray size increases:

SNRPSA = 10 log
(
M

√
KM

)
+ SNR0. (1)
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TABLE IV
Comparison of Results for FPA, CSA, and PSA.

Absolute Normalized to FPA
Parameter FPA PSA CSA FPA PSA CSA

No. of front-end channels 128 32 1 100% 25% 0.8%
No. of firings per array/subarray 361 91 126 100% 18% 25%
No. of firings per frame 361 637 126 100% 125% 25%
Frame rate (frames/s) 15 9 43 100% 57% 287%

Focal point
(fourth target)

∣∣∣∣
6-dB lateral resolution (◦) 0.86 0.77 0.86 100% 90% 100%
6-dB axial resolution (mm) 0.31 0.31 0.32 100% 100% 103%
Image SNR (dB) 68 62 41 0 −6 −27

Mean of
(all points)

∣∣∣∣
6-dB lateral resolution (◦) 1.07 1.65 0.88 100% 154% 82%
6-dB axial resolution (mm) 0.33 0.32 0.32 100% 97% 97%
Image SNR (dB) 63 48 41 0 −5 −22
CNR1, 4-mm cyst 3.4 3.4 2.4 100% 100% 71%
CNR1, 8-mm cyst 5.4 4.8 2.8 100% 90% 52%

1Measured from simulated data.

Fig. 12. Comparison of (a) and (b) lateral and (c) and (d) axial resolution for PSA, FPA, and CSA imaging using a 120-element array. All
results are normalized with respect to the FPA resolution. (a) and (c) Show the mean resolutions at each target for all subarray sizes. (c)
and (d) Show the mean resolutions over all targets for each PSA configuration.

This relationship is verified in Fig. 13(a), which shows the
average SNR over all points in the image as a function
of subarray size. The SNR for the different subarray sizes
nearly spanned the entire range of the SNR of CSA to
that of FPA. This behavior illustrates how PSA imag-
ing provides the designer a trade-off between the num-
ber of channels in the phased-array system and the image
SNR.

Depending on the type of power limitation imposed on
the system, it may be possible to reduce the difference be-

tween the SNR of PSA imaging and that of FPA imaging.
The results reported here assumed that per-channel power
was limited, and each element was transmitted at maxi-
mum power for all imaging modalities. Instead, if the total
power is limited by the mechanical index (MI) or the spa-
tial peak temporal average (SPTA), then the per-channel
power used for PSA imaging can be increased relative to
FPA per-channel power such that the MI or SPTA are
equal. This increased signal power would result in an SNR
improvement for PSA imaging.
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Fig. 13. SNR relative to FPA imaging measured from 120-element array experimental data. (a) Mean SNR over all subarray sizes for each
of the targets. (b) Mean SNR for all six targets with PSA results for a number of different subarray sizes.

IV. Conclusions

Phased subarray imaging is a coherent array imaging
method intended to significantly reduce the number of
front-end electronic channels as compared to FPA imag-
ing. We have presented a method for designing 1-D and
2-D filters for use in narrowband and wideband PSA sys-
tems, respectively. Guidelines for selecting the PSA system
parameters—size and number of subarrays, filter sizes, and
the upsampling rate—have been provided based on how
they affect the 2-D PSF of a simulated system.

Application of PSA imaging to experimental data
demonstrated the theoretical and simulated expectations.
Using data from a 128-element, 1-D array, we compared
the performance of a PSA system using 32-element subar-
rays to an FPA system using all 128 elements. Compared
to FPA, PSA had little or no effect on the axial resolu-
tion. At points near the fixed transmit focal region, the
lateral resolution was improved slightly, but it worsened
at distances far from the focal zone. This may be compen-
sated by multiple transmit focal zones. Reduction of the
front-end hardware complexity by four was achieved at the
cost of increased frame rate and slightly reduced SNR and
CNR. The frame rate was reduced by 43%, and the SNR
and CNR were decreased by 4.9 dB and 10%, respectively.
These reductions in frame rate, SNR, and CNR are accept-
able for many applications, and the resulting savings in
front-end hardware can make possible phased-array imag-
ing systems with a very large channel count or with size
constraints. The effects of f/# and object motion on PSA
imaging performance were not explicitly studied here and
will require further investigation.

One of the primary advantages of using PSA imaging is
the flexibility of trading between front-end hardware com-
plexity, frame rate, and image quality. Hardware complex-
ity is adjustable by selecting the number of elements per
subarray. We have shown that this has a small effect on
the resolution within the focal region and a more signif-
icant impact on SNR and CNR. In addition, frame rate

can be reduced to achieve improved SNR by either acquir-
ing multiple images per subarray, or using alternate trans-
mit/receive subarray combinations as discussed in [1].
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In 2002, he joined Işık University, Istanbul, Turkey, where he is cur-
rently working as faculty in electronics engineering.

In 1996, he was awarded H. Tuĝaç Foundation Research Award of
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