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Abstract Wireless mesh networks (WMNs) are consid-
ered as cost effective, easily deployable and capable
of extending Internet connectivity. However, one of
the major challenges in deploying reliable WMNs is
preventing their nodes from malicious attacks, which is
of particular concern as attacks can severely degrade
network performance. When a DoS attack is targeted
over an entire communication path, it is called a path-
based DoS attack. We study the performance impact of
path-based DoS attacks by considering attack intensity,
medium errors, physical diversity, collusion and hop
count. We setup a wireless mesh testbed and configure
a set of experiments to gather realistic measurements,
and assess the effects of different factors. We find that
medium errors have significant impact on the perfor-
mance of WMNs when a path-based DoS attack is
carried out, and the impact is exacerbated by the MAC
layer retransmissions. We show that due to physical
diversity, a far attacker can lead to an increased per-
formance degradation than a close-by attacker. Addi-
tionally, we demonstrate that the joint impact of two
colluding attackers is not as severe as the joint result of
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individual attacks. We also discuss a strategy to counter
path-based DoS attacks which can potentially alleviate
the impact of the attack significantly.
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1 Introduction

Wireless mesh networks (WMNs) have emerged as a
viable option for offering ubiquitous Internet access
to the users in the context of home, enterprise, and
community networks [3]. Multi-hop communications in
WMNs are also promising for extending their coverage
to remote areas. However, the multi-hop communi-
cation nature of WMNs is prone to a wide variety
of attacks, either passive (such as eavesdropping or
traffic analysis) or active (such as message modification,
replay or denial of service (DoS)). Specifically, DoS
attacks are of major concerns due to their direct im-
pact on network performance. For examples, authors
discuss in [32] that mesh routers are very attractive
targets and network entry points for DoS attacks. As
WMNs already suffer from self-interference due to the
existence of multiple ongoing flows, the presence of
DoS attacks can further degrade their capacity [16].

The performance impact of DoS attacks can be even
more severe, if the attacks are carried out on all the
hops of a communication path between a sender and
a receiver, instead of targeting just a few hops on the
path. Assuming a path is of five hops, and the attack
is carried out on all five hops first, and then on just
two hops of the path. As the attack on five hops cov-
ers the entire path, the performance impact will be
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higher as compared to the attack on two hops. The
DoS attacks impacting the entire communication path
are defined as path-based DoS attacks [13]. Due to
the multi-hop communication nature of WMNs, the
impact of path-based DoS attacks can be very harmful
leading to significant performance degradation. These
path-based DoS attacks are studied in the context of
sensor networks [13]. In their work, authors have pro-
posed a one-way hash chains mechanism to prevent
communication from path-based DoS attacks, without
considering the performance impact. WMNs are very
different from sensor networks in a way that an attacker
has to attack much more powerful nodes in WMNs as
compared to low processing and low memory nodes in
sensor networks. As the multi-hop flows are inherent in
WMNs competing for the bandwidth, the damage due
to reduced bandwidth caused by the path-based DoS
attacks can be drastic. Therefore, it becomes even more
important to understand the path level impact of such
attacks in WMNs.

In this paper, we present a comprehensive perfor-
mance study of the path-based DoS attacks in WMNs.
The central question addressed in this work is: what
is the performance impact (in terms of packet loss
and packet delay) on a multi-hop flow under a path-
based DoS attack? Specifically, we discuss performance
degradation with respect to varying attack intensity,
characterized by attack traffic’s packet size and packet
rate. We also show how the path-based DoS attacks
interact with factors such as physical diversity, medium
errors, and hop-count. To address these questions, we
conduct a measurement study based on a real-time,1

because it can capture many realistic factors than ana-
lytical and simulation studies. For instances, unlike
in simulation studies, it is not required to assume an
approximate interference model which can skew the
accuracy of the results. In the testbed, different scenar-
ios are designed by changing wireless cards power lev-
els (link qualities), by considering attacker’s mobility
(physical diversity), and by carrying out two attackers
simultaneously (collusion of attackers).

The contributions of this study are the several in-
sightful observations based on the measurement re-
sults. We demonstrate that the presence of hidden poor
links (due to retransmission at the MAC layer) in a
network is beneficial to path-based DoS attacks. It
is noticed that a low intensity attack is not powerful

1In our work, by real-time testbed we mean that a prototype
network is deployed physically and equipped with required hard-
ware devices and their software modules.

in general, but can also cause significant performance
degradation in the presence of external interference.
We observe that due to physical diversity, an attacker
farther from the targeted path can be more damaging
than the attacker in the close proximity of the targeted
path. We also demonstrate that the impact of attack
during collusion (more than one attacker) is not equiv-
alent to the additive of individual attackers. Finally, we
present discuss a simple strategy to counter path-based
DoS attacks which can potentially reduce the impact of
the attack significantly.

The remainder of the paper is organized as follows.
We discuss existing studies in Section 2. We describe
the goals of this study, attack model, testbed setup,
and performance metrics in Section 3. The detailed
experimental results in various scenarios are presented
in Section 4. Insights obtained from the measurement
results, a simple counter strategy, and a comparative
study with related works are discussed in Section 5.
Finally, Section 6 concludes the paper.

2 Related work

The relevant studies on DoS attacks in wireless net-
works can be broadly categorized into four parts:
(1) preventive solutions [31, 32]; (2) physical jam-
ming [9, 27]; (3) non-protocol complaint attack [5, 23];
(4) protocol complaint attack [1].

There are several works where researchers have pro-
posed mechanisms to prevent DoS attacks in wireless
multi-hop networks. For example, authors have pro-
posed a new framework which makes WMNs resilient
to attacks such as bogus-beacon flooding attack [31, 32].
Authors have discussed a new key management scheme
for WMNs which ensures that illegitimate nodes are
not able to get unauthorized access to the network.
Similarly, another key management scheme is proposed
in [4] to prevent ad hoc networks from attacks. In this
work, authors have divided a network in a group of
clusters, and the key management is based on each
cluster in the network. A scheme which first detects ma-
licious nodes by the collaboration of legitimate nodes,
and performs elimination of such nodes by a credit
strategy is discussed in [29]. However, these works
have not discussed specifically that the path-based DoS
attacks can be prevented in WMNs. In addition, these
solutions are not implemented on any commercial wire-
less systems, thus it is yet unknown how these solutions
are effective in preventing path-based DoS attacks. In
addition to studies on preventive solutions, other works
have focused on proposing detection algorithms for
physical jamming.
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Generating RF noise constantly by a malicious node
captures the medium entirely, and the nearby legiti-
mate nodes can not gain access to the network [27].
Such DoS attacks are defined as physical jamming, and
studied extensively in the literature, and can kill the
connectivity of legitimate nodes [9]. Xu et al. studied
four different jamming models and their effectiveness
in wireless networks. Their main focus was to pro-
vide detection algorithms, although not providing any
solutions to prevent them [27]. Similarly, jamming of
encrypted wireless ad hoc networks at transport (TCP)
and network (AODV) layers is studied in [9]. They
showed that if the packet type and timing information
above network layer are available, the jamming gains
above 100% can be obtained. With regard to preven-
tion measures for jamming, a scheme at physical layer
using code tree has been proposed in [11]. Their scheme
is able to deliver 100% packets when there are five
or fewer jammers, and 90% with six to ten jammers.
Switching to different channel or moving to different
location away from the jammer has been discussed at
[25, 26, 28]. Their results have specifically focused on
showing how the jammed nodes can recover effectively
by using their schemes.

In general, the interference due to RF noise is in-
tentional, which is generated by malicious entities; but
then one aspect of it is unintentional, which may be
due to poor placement of nodes, or external sources
in a network [21]. Such unintentional interference can
degrade the performance gracefully instead of immedi-
ately killing the network access like physical jamming.
Wireless multi-hop networks are highly prone to such
kind of interference2 and the issue has received large
attention in the past [17, 24]. However, the interfer-
ence issue in WMNs has been studied extensively to
understand its impact on the capacity of the networks
[8, 19] and many solutions have been proposed to this
problem, thus we do not focus on the interference from
physical layer jamming.

DoS attacks due to non-protocol compliant behavior
occur when the parameters of a standard protocols are
modified either to gain unlimited network access or to
prevent legitimate nodes from accessing the network
[5, 23]. For example, Bellardo and Savage [5] studied
the impact of virtual carrier sense attacks (in which
an attacker sends frames with large duration value
to follow non-compliant CSMA protocol), and their
observations show that such attacks can degrade the

2It is a kind of MAC layer jamming due to nodes, which are either
inside the carrier sense (CS) range or act as hidden terminals in
wireless networks.

performance severely by denying access to the nearby
nodes. In addition, they study deauthentication attacks
(also termed as MAC layer flooding attacks), in which
an attacker generates fake disassociation or deauthenti-
cation requests to disconnect a legitimate node from the
network. Raya et al. [23] present IEEE 802.11 protocol
misbehavior in which an attacker modifies protocol pa-
rameters (such as NAV value) to gain high bandwidth
share. Extensive research effort in the past is spent to
understand, to detect, and to counteract such attacks in
wireless networks [22]. Therefore, we do not focus on
such attacks in our work.

On the other hand, protocol-compliant DoS attacks
follow all rules of a standard protocol. For instance, the
JellyFish and Black Hole DoS attacks at the networking
layer fall into this category [1]. In these attacks, ma-
licious nodes on routing paths either do not forward
packets in a legitimate way or drop them either par-
tially or entirely. Although existing solutions can detect
protocol misbehavior, it is not easy to detect protocol-
compliant DoS attacks as they operate according to the
standardized behavior of a protocol. The impact of such
attacks can be for long term, and can cause graceful
damage by slowing down the system gradually. With no
modification to a standard protocol, they are very easy
to carry out. Therefore, we focus on protocol-compliant
DoS attackers in this work, and carry out DoS attacks
by flooding traffic in the networks.

Therefore, we study the performance impact of path-
based DoS attacks on traffic flows in WMNs. Specif-
ically, we focus that how the parameters of an attack
traffic (such as packet size, packet rate, and number
of attackers) interact with the same parameters of the
normal flows. In addition, we provide a simple counter
strategy that exploits the MAC level properties of
wireless networks to reduce the impact of an attacker
without affecting the performance of normal flows. We
believe that our works can be useful for the jamming
detection algorithms, and also for providing correc-
tive measures for the efficient placement of routers
in WMNs.

3 Goals and methodology

The goal of this study is to assess the performance of
WMNs and further understand how well they work
under path-based DoS attacks in realistic settings. In
particular, we are interested in the results of interaction
among various factors, such as attack intensity, collu-
sion, medium errors, physical diversity. To this end, we
perform a small-scale measurement study in order to
achieve following objectives.
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3.1 Objectives

Through this study, we answer following questions:

1 How does the physical diversity affect the impact of
path-based DoS attacks? Wireless links experience
varying medium conditions depending upon their
locations. It is not yet discussed in the literature
that how varying link conditions can alleviate or
exacerbate the impact of path-based DoS attacks.
It is important to know because it can be helpful to
design a better placement of nodes in the network.

2 Are the medium errors conducive to path-based
attacks? Medium errors are very common on wire-
less links. The retransmissions at the MAC layer
help in reducing the impact of medium errors. How-
ever, we are interested to know about the per-
formance impact of the path-based DoS attacks,
when varying medium errors are present on the
links.

3 Is the collusion of attackers always helpful? More
than one attackers can collude to increase the in-
tensity of their attack. However, it is not clear that
whether the gain is always the multiple of number
of attackers involved in collusions. We take an ex-
ample of two attackers to find about it. The results
may be helpful for detection algorithms to find out
if the attack is being carried out by one or multiple
attackers.

4 Can there be a simple counter strategy to lessen the
impact of such DoS attacks? To address this ques-
tion, we discuss a simple strategy, which exploits the
MAC level properties of wireless networks for re-
ducing the impact of such attacks without affecting
the performance of normal communication.

Recently, there has been an increase in performing
experimental studies [6, 15], as they are able to provide
a realistic view of the network performance. Also, the
results obtained with an experimental testbed can be
used to understand the performance of a real network
deployment. However, there are several challenges in
carrying out an experimental study. One of the main
challenges in our study is placing routers in locations
so that an attacker router can be outside CS range of
particular routers whenever needed. Due to geographic
restriction in placing routers anywhere in the campus
building, we pre-determine the router positions, which
is typical in WMNs [3]. However, to generate dynamic
network connections, we vary power levels of each
router. Another challenge is that we aim to differenti-
ate the effects of routing and attacks, e.g., packet losses
due to the attack or link dynamics. This is not trivial

because we observe that paths are updated frequently,
even in our quite limited-size setup with optimized
link state routing (OLSR) protocol. It becomes very
difficult to have consistent observations unless we can
have stable paths. Therefore, we resort to static routing
to achieve stable paths in order to provide conform
observations.

3.2 Attack model

DoS attacks in wireless networks can be performed at
network layer (such as JellyFish, or black hole [1]),
at MAC layer (such as deauthentication/disassociation
attacks [5], DIFS and NAV attacks [23], or attacks by
flooding traffic in the network), and at physical layer
(such as high RF noise [26]). Although, prevention
measures at network and physical layers [25, 26, 28]
have been extensively discussed, MAC layer attacks are
not fully addressed. For example, there are solutions
to prevent deauthentication or disassociation attacks
[5] or DIFS and NAV attacks [23], but it is still not
possible to prevent an attacker from flooding traffic in
the network.

As noted above that existing solutions can not pre-
vent an attacker from flooding traffic into a network, we
discuss an attack model based on flooding traffic in the
network. In this model, an attacker floods a stream of
packets by broadcasting data in the network, such that
the nodes in the vicinity of the attacker are not able to
utilize their capacity completely. This attack model is
powerful because the attacker follows all rules at the
MAC layer, and does not use any protocol misbehav-
ior. Due to this, it is very difficult to detect such an
attacker, and is even unlikely to differentiate it network
congestion. Also, these attacks are very easy to carry
out, because any one without changing parameters in
MAC protocol can perform such attacks by generating
only dummy packets. Such attacks can be intentional
(by external entities) and unintentional (by an internal
node due to its placement). We consider both behaviors
as attacks in this model and discuss other properties
associated with this attack model.

In this model, the intensity of the attack is defined by
the characteristics of the traffic an attacker generates.
We use a CBR (constant bit rate) stream in the attack
model as it is simple to generate by many open source
tools (Click, http://www.read.cs.ucla.edu/click/). Packet
size and packet rate are two parameters which are used
to vary the intensity of the attack. For example, in
this work, the packet size of an attack is varied from
32 bytes to 512 bytes. It is because most of the traffic
streams over the Internet are with packet size in this
range [18]. The packet rate of an attack is varied from

http://www.read.cs.ucla.edu/click/
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Fig. 1 Path-based DoS attack

50 to 1,000 packets per second (pps), which allows
us to distinguish the impact of low intensity and high
intensity attacks.

To obtain the maximal effect of an attack, the loca-
tion of the attacker node is carefully chosen such
that it is outside the CS range, but inside interference
range of all of the routers en-route a path. Therefore,
the attacker acts as a hidden terminal to the sender
and can cause the significant damage to the sender’s
traffic. Moreover, as it is outside the CS range of all
intermediate routers and receiver node, the attacker
node can further interfere with the traffic forwarded by
intermediate nodes, and the traffic coming back from
the receiver. Therefore, the attacker is able to cover the
maximum portion of the path between the sender and
receiver. Figure 13 depicts an illustration of a typical
attack scenario studied in our work. In addition, we
have specifically discussed attacks generated by at most
two attackers to study the impact of attacks based on
the number of sources involved in a particular attack.

3.3 Wireless mesh testbed

We setup a wireless mesh testbed as a miniature version
of infrastructure wireless mesh networks deployed in
real environments. The testbed is on the second and
third floor in a building for which a sketch diagram is
shown in Fig. 2. The testbed consists of seven mesh
routers, and several mesh clients to form a wireless
multi-hop mesh network. The three mesh routers (with
ids R2, R5, R7) also act as access points. The clients
are mobile, whereas all mesh routers are static in our
testbed. All nodes (routers or clients) are using IEEE

3Communication and carrier sense ranges shown in circles are
just for illustration purposes here. In real world, the coverage
is almost never circular and varies a lot depending on obstacles
(walls, doors), and interference sources.

Fig. 2 Testbed setup

802.11b based wireless cards. The routers are config-
ured in ad hoc mode, with a pre-determined channel,
which is the farthest than the channels used by other
networks in the vicinity of our testbed to reduce the
impact of interference from those networks. The trans-
mission rate on all nodes is set to 11 Mbps. The ip ad-
dresses are assigned statically to each node to eliminate
the delay due to DHCP configuration. All nodes are
running Ubuntu linux with 2.6 kernel. In addition, one
machine is used as a controller and helps in accessing
all nodes (mesh routers and clients) remotely over our
campus wired network for monitoring and configuring
multiple measurements during a long period time. A
snapshot of the console accessing nodes remotely is
presented in Fig. 3. Figure 3 shows the routing entries
for a particular mesh node in the testbed.

We notice that hardware and software associated
with devices span a wide variety. Therefore, our testbed
represents a general network using many heteroge-
neous devices. In the testbed, desktops are Dell PC
(Pentium IV 2.6 GHZ), and laptops have Dell (Celeron
Processor 2.4 GHZ). Access points are Cisco 1200
series access points. Wireless Cards are from Lucent
(Orinoco hermes based) and Netgear vendors (atheros
and prism based). We use Ethereal as packet analyzer.
Click is used as traffic generator for setting up various
configurations.

3.3.1 Data collection

We carry out experiments in nights (unless otherwise
stated) to have the minimal impact by external inter-
ferences, such as traffic from wireless nodes associated
with campus network, cell phones and microwaves. We
repeat each experiment 20 times over a long duration
(over 3-month period) to obtain a good average of
measured parameters. We measure packet loss, and
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Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref Use Iface
10.0.0.2 0.0.0.0 255.255.255.0 U O 0 0 eth1
10.0.0.3 10.0.0.2 255.255.255.0 U 1 0 0 eth1
10.0.0.1 0.0.0.0 255.255.255.0 U O 0 0 eth1
10.0.0.0 0.0.0.0 255.255.255.0 U O 0 0 eth1
152.14.96.0 0.0.0.0 255.255.254.0 U 0 0 0 eth0
169.254.0.0 0.0.0.0 255.255.0.0 U 0 0 0 eth0
0.0.0.0 152.14.96.1 0.0.0.0 UG 0 0 0 eth0

Fig. 3 Controller’s console screenshot

delay to analyze the impact of attacks on the perfor-
mance of flows in WMNs, as these metrics are used
extensively to study the performance of wireless mesh
networks [2, 7]. We vary packet size, packet rate of
normal traffic, and attack traffic.4 The attack traffic is
generated by broadcasting UDP packets in the testbed,
whereas the normal traffic is Ping traffic. In addition,
we vary number of attacker nodes and number of hops
between the sender and receiver.

The details of traffic flows are as follows, which are
the same for all experiments, otherwise specified for
each individual scenario.

Attacker Router R1 is selected as the attacker node
which broadcasts traffic in the network. The power
levels of routers are set in such a way that it is out of the
CS range of and inside interference range of the routers
on different paths.

Starting and ending routers We randomly take a pair
of client nodes for measurements, but focusing on a
particular pair of router nodes indexed R5 and R7 as
shown in Fig. 2 for discussion only. Where router R5 is
the end point or the egress router and router R7 is the
starting point or ingress router in the network, although
the clients associated with routers R7 and R5 are the
actual sender and receiver. We compute an average
of experimental measurements by considering multiple
client pairs for better accuracy.

Routing and locations Router R6 is configured as the
intermediate node to enable a minimum of two-hop as
shown in Fig. 2. The location of each router is chosen to
ensure that packet losses between a client and an access
or ingress router are almost negligible; thus measuring

4In our work, normal traffic (or flow) is generated by an au-
thorized node, whereas, the attack traffic is generated by an
unauthorized and malicious node.

packet losses occurred only in the backbone (formed by
routers) of a wireless mesh network.

Traffic flows The flow between routers R5 and R7 is
Ping traffic, whereas attacker broadcasts UDP traffic.
The attacker’s packet rate and packet size are kept
fixed at 100 pps and 200 bytes IP packet5 in this
scenario.

3.4 Performance metrics and impact factors

Previous experimental studies have considered packet
loss and packet delay extensively as their performance
metrics [10, 12]. It is because these metrics are very use-
ful in revealing the performance view of a network, and
have direct relationship with network throughput [20].
In addition, cumulative distribution function (CDF) has
been used by researchers to under the performance
trend of a particular performance metric in the existing
literature [30]. Therefore, we use packet loss, delay
and CDF as performance metrics, and define them as
follows:

– Packet Loss: Specifically, we measure the percent-
age of packet lost out of total packets sent to indi-
cate packet losses.

– Packet Delay: In our measurements, per packet
end-to-end delay has tracked the impact of delay
in the network.

– CDF: We run each experiments multiple times to
obtain an accurate average. The values from multi-
ple runs of each experiments is used to compute the
CDF for packet losses or delays.

Now we discuss different factors associated with our
experiments, which help us in simulating different sce-
narios experienced in real environments. Some of the

5Just for differentiation, the attacker’s packet size is the same
as IP packets, whereas the normal flow packet size is only the
application payload.
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factors, such as heterogeneous devices, are introduced
in our setup intentionally, whereas some factors, such
as interference, are unintentional. Therefore, our mea-
surements are expected to be helpful in providing
deeper insights into the measurements of wireless mesh
networks.

Interference It is pervasive in wireless networks as
signals from different sources impact each other. It is
of more concern in WMNs as the traffic from different
sources can affect routing leading to degradation in the
quality of multi-hop paths. Although, we have tried to
avoid interference in our testbed by running experi-
ments with the minimal interference (such as at 2AM),
it is not possible to avoid the interference entirely.
Moreover, we also ran some of our experiments during
day time to explicitly study the impact of interference
and to compare them with the measurements taken
over nights. However, in this work, we have presented
only the average values of performance parameters
measured during nights. Although, there were high
packet losses during day time, but we noticed the trend
of measurements being similar to measurements taken
over nights.

Physical layer channel diversity Such diversity in wire-
less networks can arise due to various reasons. First, if
we put wireless devices at different locations, the phys-
ical channels of devices can get affected differently by
the adjacent environment, even though devices are us-
ing the same physical channel. Second, multiple devices
interact in different manners at different locations to
acquire the medium access leading to diversified chan-
nel conditions. Third, wireless devices can use physical
channels in such a way to best utilize the wireless
resources, such as bandwidth. In our testbed, devices
use the same physical channel (to make communication
possible as devices have single wireless interface), cov-
ering physical location and link. We study such diver-
sities by placing attackers at different locations (with
other similar properties, such as packet rate and size)
to measure the variations in their impacts.

Heterogeneous devices In any network deployment,
it is bound to have routers and client machines us-
ing different hardware and software configuration.
Although, our goal is not to quantify the impact as-
sociated with different hardwares, it helps us study a
more realistic environment. In order to obtain insights
that are applicable to networks with heterogeneous
rather than homogeneous devices, we have used ma-
chines with different hardware configurations (desk-
top machines, laptops machines, Cisco access points),

and wireless cards with different chipsets (atheros,
prism, hermes).

4 Measurement results

The main focus of obtaining measurement results is to
answer questions described in Section 3. The perfor-
mance impact of attack intensity (invariant and variant)
is presented in Subsections 4.1 and 4.2. How the phys-
ical diversity interacts with path-based DoS attacks is
discussed in Subsection 4.3. We discuss the conducive
nature of medium errors for path-based DoS attacks in
Subsection 4.4. The performance impact of collusion in
WMNs in shown in Subsection 4.5. The performance
trend of the impact of attacks with respect to varying
hops is discussed in Subsection 4.6.

4.1 Impact of invariant attack traffic

First, we study the impact of attack traffic, which is of
broadcast nature, on the performance of one two-hop
flow in the network as shown in Fig. 2. The parameters
of attack traffic, such as packet size and packet rate, are
fixed, whereas the same parameters of the normal flow
are varied. We consider that the normal flow is between
the routers R7 and R5, where router R7 is the start
point and router R5 is the end point in the network,
although the client associated with routers R7 and R5
are actual sender and receiver. Router R6 is used as
the intermediate node for making it a two-hop flow.
The router R1 is the attacker node, which broadcasts
traffic in the network. The power level of routers are
set in such a way so that so that router R1 is out of
carrier sense range of and inside interference range of
the routers on the flow, and can act as attacker for
the flow. To verify this, we periodically carried out a
simple experiment to find out whether router R1 and
each of other routers (R5, R6 and R7) can transmit
simultaneously at the maximum rate. The retry-count
at routers R5, R6, and R7 is set to their minimum
allowed values, which are 0, 0, 1, respectively, and the
retry-count at router R1 is set to default value (8). The
minimum retry count is helpful in obtaining repeatable
measurements, because of the less variations in trans-
mitting the packets. The flow between routers R5 and
R7 is Ping traffic, whereas attacker broadcasts UDP
traffic. The attacker’s packet rate and packet size are
fixed at 500 pps and 200 bytes IP packet in this scenario.
In addition, by repeating many run, we have ensured
that packet losses between a client and an access point
are almost negligible, so that the packet losses occur
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only in the backbone (formed by routers) of wireless
mesh network.

4.1.1 Normal traffic: packet size variations

In this scenario, the packet size (ip payload) of the
normal flow is varied from 32 bytes to 512 bytes, while
the rate is fixed at 100 pps. The observed packet loss
and round trip delay with and without attack are shown
in Fig. 4. We notice that mostly packet losses under no
attack are up to 25%, whereas packet losses increase up
to 70% when an attack is carried out. It is obvious that
an attack is more severe as the packet size of the normal
flow is large. It is due to the fact that large packets
spend more time in air leading to higher probability of
collision with attack traffic.

By taking a closer look at Fig. 4a, we notice that
packet losses are more than twice in the presence of
attack. Although, it seems that the impact is more
severe for large packets (packet losses almost three
times) than small packets, an attack is equally effective
(in terms of percentage loss) when packet size is small.
In addition, the average packet losses without attack
seem to be almost similar across different packet sizes,
whereas packet loss in the presence of attack increases
quickly with the increase in packet size. By looking at
the delay in Fig. 4b, we can see that the delay with
attack increases slightly as compared to the delay with-
out attack. We believe that it is because we have almost
disabled retries during experiments, which leads to
increased delays.

Note that we have lowered power levels in such a
way, so that the attacker is out of CS range of all
routers. However, with the reduced power level, packet
losses are little higher due to poor link quality of the
path. Thus, we increase the power level of the routers
to the maximum for better link quality. However, we
placed the attacker router 1 at some other location
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Fig. 5 a, b Invariant attack on good links: average statistics

so that it was still outside the carrier sense of and
inside the interference range of the other routers. The
obtained results in this scenario are presented in Fig. 5.

We notice that packet losses under no attack are
reduced (mostly packet losses are below 15%) as com-
pared to the previous scenario, and are almost similar
across different packet sizes. It is because of the im-
proved link quality due to the increased power levels.
Packet losses under attack are also reduced (mostly up
to 35%) as compared to the previous case. It shows
that an attack is not as effective as in the previous case.
Figure 5a also shows that an attack is not very effective
for small packets; while its impact is more severe on
traffic of large packets such as 256 or 512 bytes. The
increase in delay is even less effective as compared to
the previous case with the similar reason cited before.

Therefore, we observe above that attacks are more
effective on the path with poor link qualities. An
attacker (either external or internal) can easily take
advantage of this fact, and make the network discon-
nected, if the attacker obtains such information about
the network. As it is frequent to have such poor links in
WMNs that are unavoidable during path establishment,
it is necessary to protect such paths as compared to the
paths with very good quality links.

4.1.2 Normal traffic: packet rate variations

In previous case, packet rate of the normal flow is fixed
at 100 pps and packet size is varied. Now, we study the
impact of attacks when the packet rate is varied from 50
to 300 pps with packet size fixed at 64 bytes. The reason
for choosing 64 bytes packet size is due to observations
in Figs. 4 and 5 that packet losses are generally less
with small packet sizes as compared to large packet
sizes, assuming other factors are similar. Therefore, this
scenario also helps us in studying the impact of attacks
when packet losses are low in the networks. In addition,
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this scenario is similar to the previous scenario as the
attacker is outside the CS range of all routers on the
path (R5, R6, R7), and link quality is good. Results are
presented in Figs. 6 and 7.

We observe that packet losses under no attack in
Fig. 6 are similar across different packet rates. It means
that only packet size has an impact on packet losses as
compared to the packet rate. Generally packet losses
are below 5% across different packet rates with no
attack. However, we notice that packet losses are in-
creased almost 4 times in the presence of the attacks as
shown in Fig. 7. However, the damage due to an attack
across different rates remains same. It means that if the
attack traffic is fixed, flows with high packet rates can
be preferred due to almost similar packet losses. This
observation is very important because higher packet
rates lead to increased throughput in the work. In
addition, it shows that as the attacker is outside the CS
range of all routers, its impact can be very severe (up to
4 times). As we observed minor variations in delay as
in the previous case, measurements are not presented
here.
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Fig. 7 Invariant attack: packet loss CDF

4.2 Impact of variant attack traffic

Here, we change the packet rate and packet size of
the attacker’s traffic, and keep other parameters associ-
ated with the normal flow fixed. These experiments are
carried out by placing R1 at the same place as shown
in Fig. 2. Power levels of the normal flow routers are
reduced to enable the attacker being outside their CS
range. The packet rate and packet size of the normal
flow are fixed at 100 pps and 128 bytes (IP payload),
respectively.

4.2.1 Effects of attack rates

We vary attacker’s packet rate from 100 to 1,000 pps
with a fixed packet size of 200 bytes IP packet. Figure 8
shows the comparison between packet losses with and
without attack for different rates. We notice that the
small attack rate with 50 pps causes minor damage
to the normal flow. However, the gap between curves
widens as the attack rate increases. The packet losses
with higher attack rates are almost close to 80%, lead-
ing to a significant damage. The average packet losses
in Fig. 9a shows that they become even worse with a
rate of 250 pps, which causes almost 50% more losses
as compared to the losses without attack. Such statistics
can be helpful in identifying external attacks (inten-
tional) or attacks due to poor placement of nodes (un-
intentional). For example, packet rate beyond 250 pps
may not be used on the nearby routers to prevent high
packet losses. Moreover, statistics of average packet
losses (and other metrics) can be stored and updated
periodically in a database. If the packet losses are very
high as compared to the historic values, preventive
measures can be triggered to maintain good network
performance.

Further, we see in Fig. 9b that the delay shows only
minor increase with lower attack rates. The maximum
increase in delay is about 25% with 1,000 pps attack
rate. The increase in delay is only for attacks with
800 pps and higher. We consider that the increase in
delay is mainly due to the waiting time at MAC layer
for accessing the medium, because there is almost no
retransmission delay for retry limit being 0 or 1 on the
routers. Therefore, although the packet losses become
significant even beyond the rate of 250 pps, the increase
in delay becomes much higher for attacks with 800 or
1,000 pps.

4.2.2 Effects of packet size variations

Now, the attacker’s packet size is varied from 32 to
512 bytes (IP packets) and packet rate is fixed at
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Fig. 8 a–e Variant attack: attack rate variations

500 pps, as shown in Fig. 10. We observed that av-
erage packet losses without attack are approximately
25% in Fig. 11b. However, with an attack, we notice
from Fig. 11 that the packet losses are almost 100%
higher even for 32 bytes packet size. The packet losses
becomes almost 150% higher with large packet size.
Therefore, at the rate of 500 pps, even small packet size
can cause significant damage to normal flows. However,
the delay exhibits a significant increase only beyond
packet size of 256 bytes. Therefore, we suggest that the
delay alone can not be used to identify the performance
degradation due to attacks in the network, while packet
loss is a good metric to detect attacks.

4.3 Physical diversity

Physical diversity is an important issue in wireless
networks because of dynamic radio channels in real
world. For example, when wireless devices are at dif-
ferent locations, the physical channel associated with
devices can be affected y the adjacent environment,
even though devices with same physical channel. Also,
multiple devices (or users) interact with each other for
capturing shared medium, leading to different channel
conditions as well. In this work, we focus on the effects
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Fig. 9 a, b Variant attack rates: average statistics

of the same channel, without considering the effects of
channel assignment.

We study physical diversity by moving an attacker
in different directions (by keeping other parameters
constant) to measure the impact of links. We do so
because, if the attacker’s position is fixed, the impact
of the attack may also be fixed given that the other
conditions remain similar during the execution of the
attack. However, an intelligent attacker would want
to move in such a manner nearby the targeted path
to inflict the most severe damage. Although, it may
seem obvious that if the attacker moves very close to
the targeted path, the impact of attack may be higher.
However, we find that it may not be always true and
when the attacker moves farther from the targeted
path, the impact of the attack may be higher.

We use two experiments in this work to study the
impact of physical diversity. In the first experiment,
the attacker (closeby attacker in Fig. 12) moves along
the targeted path, and we measure the packet losses at
four different locations, where P11 and P14 are starting
and end points, and P12 and P13 are any intermediate
points. In the second experiment, the attacker (far at-
tacker in Fig. 12) moves away from the path, and packet
losses are measured at four locations, where P21 and
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P24 are starting and end points, and P22 and P23 are
any intermediate points in Fig. 12.

The results are presented in the Fig. 13. We notice
that the packet losses are higher when the attacker moves
away than the packet losses when the attacker moves
closer to the targeted path. The reason is that when the
(closeby) attacker is very close to the targeted path,
the attacker remains in the CS range of several nodes
on the path. Therefore, the impact is not very severe
except stealing some of the capacity of the path. Conse-
quently the impact from all the four points are similar.
However, when the attacker (far attacker case) moves
away from the path, initially (at the first point P21) the
impact is very similar to the impact when the attacker
moves closely. It is because the attacker is still in the CS
range of many nodes on the path, and can not act as the
hidden terminal. Due to this, the impact of far attacker
at point P21 is not significant. However, as the attacker
moves further away, the impact becomes severe and
the packet losses increase. We notice that the packet
losses are the highest at point P24. It is because that
the attacker is completely out of the CS range of any
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Fig. 13 a, b Physical diversity: impact of attacker’s mobility

of the nodes on the path, therefore causes the highest
damage. Although, the packet losses are high at P22
and P23 points too, we observed (by running a separate
small experiment) that the attacker was not completely
out of the CS range of all the nodes on the path.
Infact, the attacker was able to sense the channel busy
intermittently at these points. Due to this, the impact of
attack is less compared to the impact when the attacker
is at point P24.

These measurements suggest that it is not always
good to create paths which are far from the attacker’s
position. One way is to form paths such that the at-
tacker is outside the interference range of all the nodes
so that the attacker does not act as an attacker at all.
However, if it can not be possible, then one of the
strategies to counter it can be establishing the required
path as close as possible to the attacker. In this way, the
path will lose some of its capacity (due to carrier sensing
with the attacker) but packet losses will be low and the
impact of the attack will be much less.

4.4 Medium (radio link) errors

When the raw bits of a frame are transmitted over
wireless medium from a sender to a receiver, it is
very common to have one or more bits to be in error.
Wireless devices employ error correcting mechanisms
at the physical layer to recover from these errors. If the
errors are not recovered, a negative acknowledgment
(NACK) is sent to the sender (to its MAC layer) by
the receiver. Once the sender receives a NACK, it
retransmits the frame. There may be several causes
to induce medium errors such as interference, signal
quality and multipath diversity, and so on.

Radio link errors are one of the most critical causes
impacting wireless link quality. However, as the wire-
less MAC layer uses retransmissions, often times the
actual quality of poor links is not exposed. We call
such links as hidden poor links. Therefore, it becomes
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essential to study that how a path-based attack behaves
under different radio link errors. To study this, we
change power levels of the nodes in our testbed to
observe different radio link errors. Specifically, we used
power level values of 14, 13, 12, and 11 dbm. Initially,
we set the retry count to 0 in order to obtain actual
errors on the path, and there was no attack being
carried out. The measurements are presented in the
Fig. 14.

We notice that as the power level is reduced, there
are higher packet losses experienced on the path. It
shows that reduced power level leads to higher link
errors, causing higher packet losses. We further carried
out the same experiment again with retry count set to
the highest possible value to allow retransmissions. We
noticed that packet losses are almost the same, close
to 20%. It is because that the retransmissions mask
the impact of poor link quality induced by reduced
power levels. However, we find that as soon as the same
experiment is carried out again under the presence of
attack, the attack takes the advantage of hidden radio
errors, and causes higher packet losses with low power
levels opposed to high power levels as shown in Fig. 15.

It can be easily seen that the path experiences similar
packet losses without attacks even though power levels
of the links are varied (i.e., due to retransmissions).
However, when the attack is carried out, different
packet losses are experienced increasing monotonically
as the power level is reduced from 14 to 10. It is evi-
dent from the results, that the radio errors which are
masked due to retransmissions, are exposed again, and
the attack is able to take its advantage. With the same
intensity of the attack, the attack is able to cause severe
damage to the communication on the path.

The important conclusion from the above results
is that an attack is more effective on the path with
hidden poor links. If an attack is carried out over hidden
poor links, the performance degradation can be very
significant compared to good quality links.

4.5 Collusion: multiple attacks

Now we discuss the impact of multiple attacks on the
performance in WMNs. We aim to determine if the
joint impact of multiple attacks has any co-relation
with the impacts of individual attackers. We specifically
discuss the impact of two attacks with regard to their
position, and packet rates. In this scenario, router R3 in
Fig. 2 also acts as an attacker in addition to router R1.
Both attackers are in the communication range of each
other, but outside the CS range of normal flow routers.
The normal traffic is fixed at 200 pps and packet size (IP
payload) is 512 bytes. The traffic from both attackers
are similar, and are UDP broadcast with packet size
fixed at 200 bytes (IP packets). Figure 16 shows the
impact of different packet rates (shown inside brackets)
individually as well as jointly at various experiments.
The legend Both in Fig. 16 represents the scenarios
when both attackers send traffic simultaneously at the
corresponding rate. As the maximum achievable packet
rate with 200 bytes IP packets is more than 1,000 pps by
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Fig. 16 Multiple attackers: comparison of losses

any one node, both attackers can transmit at 500 pps
simultaneously.

4.5.1 Effect of attacker’s position

Router R3 (attacker A2) is closer to the normal flow
path than router R1 (A1), which has more significant
effect (up to 30%) than A1 (packet losses up to 25%).
It is because that A2 can generates higher noise than
A1 attacker to the concerned routers (R5, R6, R7),
leading to high probability of meddling with the packets
originating at the routers. Therefore, although both
attackers A1 and A2 have similar properties (in terms
of traffic parameters) and have similar relationships
with the routers (R5, R6, R7) (in terms of carrier sense
range), their impacts vary significantly due to their
different positions.

4.5.2 Effect of joint attacks

When the two attackers generate traffic simultaneously
to degrade the performance of a targeted path, it is
called a joint attack or collusion attack. We observe
from Fig. 16 that the impact of the joint attack is just
little more effective for lower rates such as 100 pps
as compared to the impact due to individual attackers.
When attack rates increase to 200 and 250, the impact
of joint attack grows to 25%, but it is still not very
significant as compared to the results of individual
attackers, which is up to 23%. However, as the rate
increases further, the joint impact is significantly higher
than the impact due to individual attackers, which is

up to 30%. It is because, at higher rates, there are
more attack packets over the radio medium, leading
to high probability of collision with the normal flows.
Therefore, packet losses due to joint attack are up
to 40%.

Further, we see that the impact of joint attack is not
equivalent to the additive impact of individual attacks.
For example, the losses due to A1 and A2 are 18% and
22% at rate 250 pps, respectively. However, the losses
due to the joint attack (both attackers transmitting at
250 each) are approximately 25%, much below than the
sum of their individual losses (18% + 22% = 40%). It
is true for losses at all packet rates as shown in Fig. 16.

4.6 Impact of attacks on multiple hops

So far we have studied the impact of attacks on two-
hop paths. However, it is very frequent to have paths
with longer than two hops. Therefore, in this section,
we discuss how an attack may impact paths having more
than two hops. Specifically, we experimented with paths
having two-, three-, four- and five-hop in our testbed.
The normal flow on the path consists of 64 bytes packets
and packet rate of 100 pps. We have studied two scenar-
ios with respect to attack traffic. In the first scenario,
packet rate of attack traffic is 100 pps, where the rate
in the second scenario is set to 500 pps. The packets
generated by the attacker in both scenarios are set to
200 bytes IP packets. Again, the normal traffic is Ping
flow, whereas the attack traffic is UDP (broadcast).
The attacker node is placed outside CS range of each
router on the paths, but within interference range of
each router. However, the power levels of the routers
on the normal flow path are at the maximum such that
each link quality on the path was good enough to have
not very high packet losses even with five-hop paths.

Figure 17 shows the average losses obtained from
the measurements. The losses under no attack are less
than 20% for all paths. However, we notice that when
an attack with 100 pps is carried out, packet losses
for two-hop and three-hop paths do not increase very
significantly, but become almost doubled for four-hop
and five-hop paths, and are below 40% in all cases.
When the intensity of an attack (with 500 pps) is in-
creased, packet losses increase faster even for three-
hop path, and are significantly high for four-hop and
five-hop paths. This observation is in consistent with
our intuition that paths with more number of hops are
affected much more severely as compared to paths with
low hop count. Consequently, a path-based DoS at-
tack can inflict more damage by attacking longer paths
in WMNs.
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5 Observations and a simple counter strategy

In this section, we first summarize the insights ob-
tained from the measurement results. Then, we pro-
pose a simple counter strategy to alleviate the impact
of path-based DoS attacks. We also present a com-
parative study with other related work to justify our
observations.

5.1 Summary of insights

Now, we highlight the main insights from the measure-
ments presented above.

Remark 1 One of the main insights is that attacks are
more effective on the path with poor link qualities. An
attacker (either external or internal) can easily take
advantage of this fact, and make the network discon-
nected, if the attacker obtains such information about
the network. As it is frequent to have such poor links in
WMNs that are unavoidable during path establishment,
it is necessary to protect such paths as compared to the
paths with very good quality links.

Remark 2 If the attack traffic is fixed, flows with high
packet rates can be preferred due to almost similar
packet losses. This observation is very important be-
cause higher packet rates lead to increased throughput
in the work. In addition, it shows that as the attacker
is outside the CS range of all routers, its impact can be
very severe (up to four times).

Remark 3 We notice that the small attack rate with
50 pps causes minor damage to the normal flow. How-
ever, the gap between curves widens as the attack rate
increases. The packet losses with higher attack rates are
almost close to 80%, leading to a significant damage.
The packet losses become even worse with a rate of
250 pps, which causes almost 50% more losses as com-
pared to the losses without attack. For example, packet
rate beyond 250 pps may not be used on the nearby
routers to prevent high packet losses.

Remark 4 The results suggest that it is not always good
to create paths which are far from the attacker’s posi-
tion. One way is to form paths such that the attacker is
outside the interference range of all the nodes so that
the attacker does not act as an attacker at all. However,
if it can not be possible, then one of the strategies to
counter it can be establishing the required path as close
as possible to the attacker. In this way, the path will
lose some of its capacity (due to carrier sensing with the
attacker) but packet losses will be low and the impact
of the attack will be much less.

Remark 5 Another conclusion is that an attack is more
effective on the path with hidden poor links. If an attack
is carried out over hidden poor links, the performance
degradation can be very significant compared to good
quality links.

Remark 6 The impact of the joint attack is little higher
for lower packet rates as compared to the impact of
individual attackers. However, as the rate increases
beyond 250, the joint impact is significantly higher than
the impact due to individual attackers. Although two
attackers can have similar properties (in terms of traffic
parameters) and have similar relationships with the
routers on the normal flow path (in terms of carrier
sense range), their impacts vary significantly due to
their different positions. We also see that the impact of
joint attack is not equivalent to the additive impact of
individual attacks, which is true for losses at all packet
rates.

Remark 7 Another observation consistent with our
intuition is that paths with more number of hops are
affected much more severely as compared to paths with
low hop count. Consequently, a path-based DoS attack
can inflict more damage by attacking longer paths in
WMNs.

5.2 A simple counter strategy

We have, by far, discussed the impact of attack by
changing their intensity, number of attacker, and
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number of hops on the normal flows in WMNs. Now
we discuss a simple strategy to lessen the impact of
attacks studied above. In this strategy, a helper node is
placed in the network in such a way that it acts as an
attacker to the attacker node, but does not impact the
normal flows. Such arrangement can easily be achieved
by placing the helper node outside the interference
range of routers on the normal flow path, and inside
the interference range of the attacker node.

The setup and parameters associated with the attack
traffic and normal traffic are similar to the previous
multi-hop case. However, the attack traffic is only with
500 pps. In addition to that, a helper node is used and
placed in two ways. In first case (strategy 1 in Fig. 18),
the helper node is placed inside carrier sense range of
the attacker node, whereas in the second case (strategy
2 in Fig. 18), the helper node is placed outside carrier
sense range and within interference range of the at-
tacker node. The traffic parameters of the helper node
are similar to the attacker node. Results are presented
in Fig. 18. We observe that both strategies subdue
the damage caused by the attack. However, strategy
2 is much more powerful than strategy 1, as its traffic
collides with the attack traffic significantly, leading to
the higher reduction in packet losses for the normal
flow. The second strategy lowers packet losses by more
than half of the packet losses caused by the attack.
Therefore, it shows that such a counter strategy can be
useful in leveraging the performance of the network.

The above strategy requires knowing the precise
location of the attacker, which is challenging. Although,
we do not focus on finding the location of the attacker
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node in this work, we discuss a simple method to
achieve that. A node is placed such that it acts as
an attacker for the network, by determining the flow
paths of interest and then applying the strategy on
each nearby routers of the flow path. After applying
the strategy on router, say r, if the performance of
the flow path improves, then that router, r, should be
considered as an attacker for that path. In this manner,
the above strategy can be used to eliminate attackers
from the network. This strategy can also be applied
to the group of routers, which might act as attackers
collectively for some paths in the network. Therefore, it
is not necessary to use a helper node for each attacker
node, as a helper node can be collectively used to attack
more than one attacker node in the network.

5.3 Comparison with related studies

In this section, we compare our observations with the
results of other works to gain better understanding.

5.3.1 Comparison with experimental studies

A similar study on DoS attacks in multi-hop networks is
carried out in [1]. The authors have studied the impact
of JellyFish and black hole attacks on the performance
of ad hoc networks. For example, authors have pre-
sented in their study that as the number of relay nodes
involved in the attack increases, performance degrades
faster. It is similar to our results shown in Fig. 16, where
we have also shown that the collusion of attacker leads
to high performance degradation. The difference is that
we have also shown that the gain by collusion may
not be additive of individual attackers depending upon
their location.

In addition, authors have shown that the placement
of the attacker nodes affects the impact of perfor-
mance. It is close to our observation in Fig. 13, where
we have shown that the attacker position (changed
due to mobility) also affects the performance impact.
Besides, authors have shown that as the number of hops
increases, the performance impact in higher, similar to
our observation in Fig. 17.

In the study [27], authors observed that as the dis-
tance between the attacker and legitimate nodes are
increased, the impact of jamming reduces. It is similar
to our observations in Fig. 16, where we also show that
the attacker farther to the targeted path causes less
performance degradation than the attacker closer to
the targeted path. However, the difference is that the
main focus of their study has been to propose novel
detection algorithms, where our focus is understanding
the performance impact of attacks in WMNs. Another
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difference is that we have considered various scenarios,
such as physical diversity, attack intensity, number of
hops, and medium errors, which are not discussed in
their study.

Therefore, besides some similarities, we provide some
new insights too about link qualities, and impact of traf-
fic parameters such as packet size and packet rate.

5.3.2 Comparison with simulation studies

Due to the complexity involved in setting up a real-
time experimental testbed, a significant part of the
research on multi-hop networks has been based on
simulations. For example, the study of a novel system,
called DOMINO, has been studied in [23]. The attack
model in their work follows a non-compliant MAC
protocol behavior unlike our work. Though, it may not
be possible to compare our results with their results in
a straight forward manner, we still discuss the similar
observations. For example, they have shown that as the
malicious node gets higher share of network bandwidth,
the performance of the legitimate nodes decreases. It is
similar to the results in Fig. 9, where we show that as the
attack intensity (packet rate in this case) is increased,
the performance of targeted path reduces.

A recent simulation study to prevent pollution attack
in network coded WMNS is carried out in [14]. To
show the impact of attack, authors have used a metric,
called pollution intensity, which is the percentage of
polluted packets among total packets. It is shown that
as the pollution intensity increases, the throughput of
the flows in WMNs degrades severely. This result is
similar to our observation in Fig. 9, in which we also
demonstrate the rising performance degradation with
the increase in attack intensity.

Due to the differences in the attack models in this
work and related studies, it is not possible to validate
each and every measurements presented in this work.
Nevertheless, we notice that some of our observations
are similar to the results presented in other studies, and
validates the accuracy of our results. We also notice
that most of the existing studies have focused on de-
tecting attacks without considering the detailed perfor-
mance impact. Therefore, our results of performance
impact may provide useful implications to the design
of countermeasures to DoS attacks and performance
evaluations.

6 Conclusions

We have presented a measurement-based study on the
impact of path-based DoS attack in WMNs. Through

the testbed setup and traffic generation tools, we have
shown how the various factors, such as attack intensity,
physical diversity, link errors, collusion, and number of
hops affect the impact of path-based DoS attacks on
the performance of WMNs. Our results show that the
attack is more effective on the path with poor links than
good links. Also, a far attacker can be more dangerous
than a close attacker due to physical diversity. More im-
portantly, the hidden poor links become exposed when
a path-based DoS attack is carried out because of the
retransmissions at the MAC layer. Both of these factors
are very conducive to the path-based DoS attacks, and
lead to significant packet losses. We also observed that
collusion of attackers can not yield an additive gain
caused by individual attackers, and depends upon the
location of the attackers. We further discussed a strat-
egy, where a node can act as a countermeasure to an
attacker, and can help subdue its damage.
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