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a b s t r a c t

The next-generation electric power systems (smart grid) are studied intensively as a prom-
ising solution for energy crisis. One important feature of the smart grid is the integration of
high-speed, reliable and secure data communication networks to manage the complex
power systems effectively and intelligently. We provide in this paper a comprehensive sur-
vey on the communication architectures in the power systems, including the communica-
tion network compositions, technologies, functions, requirements, and research challenges.
As these communication networks are responsible for delivering power system related
messages, we discuss specifically the network implementation considerations and chal-
lenges in the power system settings. This survey attempts to summarize the current state
of research efforts in the communication networks of smart grid, which may help us iden-
tify the research problems in the continued studies.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

The current electric power systems have been serving
us for more than five decades. They rely heavily on the fos-
sil fuels, including oil, coal, and natural gas, as the energy
sources. These fossil fuels are nonrenewable and the re-
serves on the earth are being consumed rapidly. The
emerging energy crisis has called for global attention on
finding alternative energy resources that can sustain
long-term industry development. The identified renewable
energy resources include wind, small hydro, solar, tidal,
geothermal, and waste [1], which are also called green en-
ergy for the fact that they do not release carbon dioxide
(CO2) into the atmosphere in the process of electric energy
generation. The renewable energy resources are important
complements to and replacements of the fossil fuels for
their exploitation durability and environment friendliness.
In fact, active research studies and deployment activities
are underway across the world [1,2] for effective harness
of the renewable energy resources.
. All rights reserved.
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In the next-generation electric power systems that
incorporate diversified renewable energy resources, auto-
mated and intelligent management is a critical component
that determines the effectiveness and efficiency of these
power systems. The management automation and intelli-
gence are envisioned to offer a variety of advantages over
the current systems in terms of digitalization, flexibility,
intelligence, resilience, sustainability, and customization
[3], which entitles the name Smart Grid to the next-
generation power systems. The smart control centers are
expected to monitor and interact the electric devices remo-
tely in real time; the smart transmission infrastructures are
expected to employ new technologies to enhance the
power quality; and the smart substations are expected to
coordinate their local devices self-consciously [3]. Enabled
by the significant advancements in system automation
and intelligence, the concept of Energy Internet [4] has been
proposed that envisions an exciting prospect of the future
energy utilization paradigm throughout all the energy
generation, storage, transmission and distribution phases.

As one of the enabling technologies, a fast, reliable and
secure communication network plays a vital role in the
power system management. The network is required to
connect the magnitude of electric devices in distributed
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Table 1
Acronyms in smart grid.

Acronym Definition

AMI Automatic metering infrastructure
AMR Automatic meter reading
BAS Building automation system
DER Distributed energy resource
DLC Direct load control
DMS Distribution management system
DR Demand response
EMS Energy management system
ESI Energy services interface
GPS Global positioning system
IED Intelligent electronic device
IEM Intelligent energy management
IFM Intelligent fault management
IHD In-home display
ISO Independent system operator
LMS Load management system
MDMS Metering data management system
OMS Outage management system
PEV Plug-in electric vehicle
PLC Power line communication
PMU Phasor measurement unit
PTP Precision time protocol
RTO Regional transmission operator
RTP Real Time Pricing
RTU Remote terminal unit
SCADA Supervisory control and data acquisition
STNP Simple time network protocol
WACS Wide area control system
WAMS Wide area monitoring system
WAPS Wide area protection system
WASA Wide area situational awareness
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locations and exchange their status information and con-
trol instructions. The system-wide intelligence is feasible
only if the information exchange among the various func-
tional units is expedient, reliable and trustable. The current
communication capabilities of the existing power systems
are limited to small-scale local regions that implement ba-
sic functionalities for system monitoring and control, such
as power-line communications [5–8] and the Supervisory
control and data acquisition (SCADA) systems [9–12],
which do not yet meet the demanding communication
requirements for the automated and intelligent manage-
ment in the next-generation electric power systems. The
future power systems comprise of a diversity of electric
generators and power consumers that are located distribu-
tively over vast areas and connected all together into the
same management network. Real-time bidirectional com-
munications are the foundations to support the compre-
hensive power system management tasks which, in
certain cases, require time-sensitive and data-intensive
information exchange.

Apart from power systems, networking technologies
have gained tremendous development in the past decades
as a separate industry sector. The creation of the Internet,
mobile cellular networks, satellite networks, community
networks, wired and wireless local area and personal net-
works, as well as the invention of diversified networking
services has enormously enhanced our capability for
information exchange. However, the modern networking
technologies have not been leveraged sufficiently in power
systems for optimized management. When we develop the
smart grid, it is critical to take advantage of the advance-
ments in networking technologies to enable the automated
and intelligent system management. Although the cur-
rently available networking technologies have greatly satis-
fied our personal communication needs, applying them to
power systems and addressing the specific requirements
for power communications are challenging by all means.
We need to identify the communication scenarios and char-
acteristics in power systems and develop practically usable
network solutions. Particularly, our network infrastructures
should be able to meet the promptness, reliability and secu-
rity expectations of the power system communications.

At this transitional phase of shifting to the next-gener-
ation electric power systems, the study on the communica-
tion architectures for automated and intelligent system
management is still at a primitive stage. Many technical
challenges are awaiting solutions. To position our current
research work and direct our future research effort, we
are motivated to present this survey on the network infra-
structures to be used in the next-generation electric power
systems. As the research and development of these power
systems are evolutionary, this survey may not include all
the relevant information exhaustively, but it provides a
preliminary summary of the current status and the future
expectation of the smart grid research.

The rest of this survey is organized as follows. Section 2
describes the smart grid structures and expectations.
Section 3 presents the communication architecture in the
smart grid and the communication requirements. Sections
4 and 5 discuss the most challenging communication
issues in the smart grid, namely, the delay, reliability and
security. Section 6 describes the typical communication
scenarios. The communication standards and experiments
are discussed in Sections 7 and 8 respectively. Section 9
concludes this survey.
2. Smart grid framework and expectations

The communication architectures to be used in the
smart grid provide the platform to build the automated
and intelligent management functions in power systems.
The functional requirements of communication architec-
tures depend on the expected management tasks. To better
understand our research goals on the communication net-
works that support the system management, we first dis-
cuss the vision and framework of smart grid. For ease of
presentation, we list in Table 1 all the smart grid related
acronyms used in this article.

2.1. Smart grid reference model

In the smart grid, many distributed renewable energy
sources will be connected into the power transmission
and distribution systems as integral components. The typ-
ical renewable energy sources include wind, solar, small
hydro, tidal, geothermal, and waste. These sources gener-
ate extra electricity that supplements the electricity supply
from large power plants and, when the electricity
generated by distributed small energy sources exceeds
the local needs, the surplus is sold back to the power grid.
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With the addition of renewable energy sources, bi-direc-
tional dynamic energy flows are observed in the power
grid. We illustrate in Fig. 1 the framework of smart grid.

To effectively manage this complex power system that
involves an enormous number of diversely functional de-
vices, a co-located communication infrastructure is re-
quired to coordinate the distributed functions across the
entire power system. This system consists of seven func-
tional blocks [13,14], which are, namely, bulk generation,
transmission, distribution, operation, market, customer,
and service provider.

2.1.1. Bulk generation
Electricity is generated by using resources like oil, coal,

nuclear fission, flowing water, sunlight, wind, tide, etc. This
domain may also store electricity to manage the variability
of renewable resources such that the surplus electricity
generated at times of resource richness can be stored up
for redistribution at times of resource scarcity. The bulk
generation domain is connected to the transmission do-
main. It also communicates with the market domain
through a market services interface over Internet and with
the operations domain over the wide area network. It is re-
quired to communicate key parameters like generation
capacity and scarcity to the other domains. It comprises
of electrical equipments including RTUs, programmable lo-
gic controllers, equipment monitors, and fault recorders.

2.1.2. Transmission
The generated electricity is transmitted to the distribu-

tion domain via multiple substations and transmission
lines. The transmission is typically operated and managed
Fig. 1. An illustrative framework of next-generation power grid, where A is a win
is a geothermal power plant, E and F are houses with solar-electricity generat
transmission infrastructure, J is the communication infrastructure, and K–Q ar
distribution, operation, market, customer, and service provider, respectively.
by a RTO or an ISO. The RTO is responsible for maintaining
the stability of regional transmission lines by balancing be-
tween the demand and supply. The transmission domain
may also support small scale energy generation and stor-
age. To achieve self-healing functions and enhance wide
area situational awareness and control, a lot of information
will be captured from the grid and sent to the control
centers. The control centers will also send responses to
the devices in remote substations. The bidirectional com-
munications between control centers and substations are
handled in the transmission domain too.

2.1.3. Distribution
The dispatch of electricity to end users in the customer

domain is implemented by making use of the electrical and
communication infrastructures that connect the transmis-
sion and customer domains. This domain includes distribu-
tion feeders and transformers to supply electricity. It
interacts with many different equipment, such as DERs,
PEVs, AMI, and sensors with communication capability.
The distribution domain takes the responsibility of deliver-
ing electricity to energy consumers according to the user
demands and the energy availability. In order to provide
quality electricity, the stability of this domain is monitored
and controlled.

2.1.4. Operation
This domain maintains efficient and optimal operations

of the transmission and distribution domains using an EMS
in the transmission domain and a DMS in the distribution
domain. It uses field area and wide area networks in the
transmission and distribution domains to obtain
d power plant, B is a large hydro power plant, C is a coal-fire power plant, D
ion, G and H are houses with wind-electricity generation, I is the power
e the seven constituent domains that are bulk generation, transmission,
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information of the power system activities like monitoring,
control, fault management, maintenance, analysis and
metering. The information is obtained using the SCADA
systems. The operations domain may be subdivided into
sub-domains for transmission, distribution, and RTO/ISO
operations. These sub-domains may be controlled by dif-
ferent organizations.

2.1.5. Market
The balance between the supply and the demand of

electricity is maintained by the market domain. This do-
main consists of retailers who supply electricity to end
users, suppliers of bulk electricity, traders who buy
electricity from suppliers and sell it to retailers, and aggre-
gators who combine smaller DER resources for sale. Effec-
tive communications between the bulk producers of
electricity, the DERs and the market is essential to match
the production of electricity with its demand.

2.1.6. Customer
Customers consume, generate (using DERs), or store

electricity. This domain includes home, commercial or
industrial buildings. It is electrically connected to the dis-
tribution domain and communicates with the distribution,
operation, service provider and market domains. The cus-
tomer domain also supports the demand response process.
To allow customers to actively participate in the grid, a
two-way communication interface between the customer
premises and the distribution domain in required. This is
generally referred to as an ESI and is present at the cus-
tomer premises. A communication network within the cus-
tomer premises is required to allow exchange of data and
control commands between the utility and the smart cus-
tomer devices. This network is referred to as a home area
network. It is expected to support applications such as re-
mote load control, DER monitoring and control, IHD sup-
port for customer usages, reading of non-energy meters,
and integration with building management systems.

2.1.7. Service provider
Electricity is provided to customers and utilities

through service providers. They manage services like bill-
ing and customer account management for utility compa-
nies. It communicates with the operation domain to get
the metering information and for situational awareness
and system control. It must also communicate with HANs
in the customer domain through the ESI interface to pro-
vide smart services like management of energy uses and
home energy generation.

2.2. Smart grid expectations

The next-generation electric power systems will not
only address the existing problems in the current power
systems, but also add in advanced new features. Visions
and expectations of such modernized power systems have
been proposed and endorsed by a number of independent
organizations all over the world [15–17]. We summarize
them below.
2.2.1. Support for diverse devices
Unlike the existing electricity distribution grid, the fu-

ture grids will accommodate different kinds of electricity
generation and storage devices and allow for bidirectional
energy exchange on the existing grid. This will involve sup-
port not only for the DERs like the photovoltaic cells, stor-
age batteries and wind energy, but also for the traditional
electric loads, smart devices (loads with communication
capability) in households and PEVs. The use of DERs will
have environmental and monetary benefits for the custom-
ers, as they can use the electricity generated and stored by
themselves or sell it back to the grid. The bidirectional en-
ergy exchange mechanism will be useful in times of elec-
tricity shortage at the customer or utility end and will
have operational benefits for the both of them.

2.2.2. Superior power quality
Power quality is the ability of the supplied electricity on

the distribution grid to adhere to the specified peak levels
or root mean square (RMS) voltages. Any deviation in the
level (e.g. increasing, decreasing or random RMS voltage)
can harm the loads attached to the grid which are gener-
ally designed to function at specified levels of electric volt-
age and frequency. The affected load in turn can harm the
gird. For example, it might cause a dip in the voltage levels
on the grid affecting other customers that share the infra-
structure with the affected site. In severe cases, it might
even lead to a power outage resulting in revenue loss.
One of the ways to avoid such a situation is to make the
loads more resistant to transients in the electric distribu-
tion network. The other way is to improve the power qual-
ity. The modern grid handles such problems by improving
the power quality through monitoring (using sensors) and
conditioning. It provides power quality in accordance with
load sensitivity. Thus there could be different levels of
power quality at different prices. The digital appliances
and gadgets of today require higher power quality than
what is provided by the traditional grid.

2.2.3. Operation efficiency and optimization
The smart grid will use information technology for

extensive facility and electrical field equipment monitor-
ing. This information can be used to operate the grid effi-
ciently by minimizing system losses. The data obtained
from the monitoring process will also be helpful in carry-
ing out need-based maintenance and for improving the de-
sign of electrical power systems.

2.2.4. Grid security
The future grid will rely extensively on the use of com-

munication technologies for critical functionalities such as
control, protection and monitoring of electrical equip-
ments. Hence the security of such a connected structure
from any cyber attack is of paramount importance.
Security against any physical attack would also be a
concern. In case of any breach of security, it is expected
that the grid will be able to detect and isolate such a breach
to minimize its effect and raise an alarm to speed service
restoration.
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2.2.5. Grid self-correction
The future grid is expected to detect, analyze and re-

spond automatically to changes where human intervention
may not be required or the action is too critical to wait for
human input. Thus the grid will be able to detect the occur-
rence or predict the possibility of a fault in the transmis-
sion or distribution system at the earliest. This would
improve the reliability, power quality and efficiency of
the grid and minimize service disruption.

2.2.6. Consumer participation
In future grids, by making use of the two-way commu-

nications and control capability, the utility companies can
involve consumers by offering them dynamic electricity
pricing with low rates in times of low load on the grid
and temporary load reduction programs like demand re-
sponse. The communication capability also allows con-
sumers to monitor, using web-based EMS, the efficiency
of individual smart appliances which can communicate
with the grid and choose to replace or repair the inefficient
ones. These features will be highly useful when used along
with devices with storage backup. For example, PEVs,
where the users can monitor the charging of the vehicles
or DERs with storage where the users can monitor the
stored electric charge.

2.2.7. Market boost
The future grid will allow a lot of new services to be of-

fered to the consumers including the capability to sell and
purchase electricity from different suppliers. In such a sce-
nario, the markets shall become a way to connect the sup-
pliers of electricity to the consumers of electricity. The
competing price of electricity from various suppliers will
keep the price of electricity in favor of the consumers. At
the same time by using variable pricing, the market ven-
dors can co-ordinate the demand of electricity with its
availability. The markets will need to have detailed infor-
mation about a particular distribution region to which it
caters to, for example, capacity of the system, rate of
Fig. 2. An example of communication architecture in smart grid, where A is a
charging station, D is a residential subdivision installed with solar panels, E is a r
appliances connected to the smart grid. The Internet and ISPs serve as the back
capacity change, available electricity from suppliers, elec-
tricity demand, etc. The use of open standards of commu-
nication will allow the user data to be received by the
authorized market vendor for processing and billing
activities.

3. Communication architecture and functional
requirements

3.1. Network architecture

The communication infrastructure in smart grid must
support the expected smart grid functionalities and meet
the performance requirements. As the infrastructure
connects an enormous number of electric devices and
manages the complicated device communications, it is con-
structed in a hierarchical architecture with interconnected
individual subnetworks and each taking responsibility of
separate geographical regions [18]. An illustrative example
of this architecture is shown in Fig. 2. In general, the com-
munication networks can be categorized into three classes:
wide area networks, field area networks, and home area
networks.

3.1.1. Wide area networks
Wide area networks form the communication backbone

to connect the highly distributed smaller area networks
that serve the power systems at different locations. When
the control centers are located far from the substations or
the end consumers, the real-time measurements taken at
the electric devices are transported to the control centers
through the wide area networks and, in the reverse direc-
tion, the wide area networks undertake the instruction
communications from control centers to the electric
devices.

For enhanced wide area situational awareness, RTOs re-
quire a lot of information about the state of the power grid.
This is achieved by using fast, time-stamped and real-time
information about the system from specialized electrical
power substation, B is a segment of power transmission lines, C is a PEV
esidential complex with AMI, and F is an energy smart house with electric
bone in connecting the distributed subnetworks.
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sensors (PMUs) at substations [19]. The PMU devices cap-
ture current and voltage phasor information from the elec-
trical buses at the substations at sample rates up to 60 Hz.
The information received from PMUs is used by the EMS
systems at control centers for improved state estimation,
monitoring, control, and protection.

The wide area networks also convey communications
between the IEDs and the control centers. The IEDs are in-
stalled along transmission lines and in substations to cap-
ture local SCADA information and act upon the control and
protection commands from the control centers. Moreover,
to support the reception of high speed PMU data at the
control centers, a high bandwidth network is required.
Currently, the substations communicate with the control
centers using point to point telephone or microwave links.
Thus in the absence of high speed network, the sensed dig-
ital data from PMUs is only limited inside substations and
cannot be effectively utilized by the control centers [20].
This underscores the need of a high bandwidth wide area
network in the smart grid system.

3.1.2. Field area networks
Field area networks form the communication facility for

the electricity distribution systems. The electrical sensors
on the distribution feeders and transformers, IED devices
capable of carrying out control commands from DMS, DERs
in the distribution systems, PEV charging stations and
smart meters at customer premises form the main sources
of information to be monitored and controlled by the DMS
at the control centers. The power system applications
operating in the distribution domain utilize field area net-
works to share and exchange information.

These applications can be categorized as either field
based (related to transmission lines, sensors, voltage regu-
lators, etc.) or customer based (related to end customers,
like houses, buildings, industrial users, etc.). Field based
applications include OMS, SCADA applications, DER moni-
toring and control, etc. Customer based applications in-
clude AMI, DR, LMS, MDMS, etc. These two classes of
applications operating in the distribution domain have dif-
ferent critical requirements. For example, customer based
applications require the communication network between
the utility and the customer to be highly scalable. This
would allow addition of more applications and customers
in future. Time sensitivity is not much of an issue for such
applications. Field based applications on the other hand are
more time sensitive in nature. Hence the utilities have a
choice in adopting either communication networks dedi-
cated to each class of applications or a single shared com-
munication network for both classes. A shared field area
network will be able to minimize development cost and
issues while a dedicated network will have advantages of
real-time communication capability and additional
security.

3.1.3. Home area networks
Home area networks are needed in the customer

domain to implement monitoring and control of smart
devices in customer premises and to implement new func-
tionalities like DR and AMI. Within the customer premises,
a secure two-way communication interface called ESI acts
as an interface between the utility and the customer. The
ESI may support different types of interfaces, including
the utility secured interactive interface for secure two-
way communications and the utility public broadcast
interface for one-way receipt of event and price signals at
the customer devices [21]. The ESI may be linked (either
be hardwired or through the home area networks) to a
smart meter capable of sending metering information. This
information is communicated to the utility. The ESI also re-
ceives RTP from the utility over the AMI infrastructure and
provides it to the customers. The customers may use a dis-
play panel (called IHD) linked to the ESI or a web-based
customer EMS (residing in the smart meter, an indepen-
dent gateway, or some third party) and respond to pricing
signals from the utility. The ESI and smart devices provide
utility with the ability to implement its load-control
programs by accessing the control-enabled devices at the
customer site.

Using AMI, ESI and home area networks, the demand re-
sponse process can be implemented in the following ways:

� DR through AMI gateway. An AMI gateway, though gen-
erally used for automatic billing through AMR, can be
used to send load control commands to the smart
devices using the secure interface of the ESI. Thus, the
load control algorithm may reside with the ESI.
� DR through DLC. In this case, either the utility or an

authorized energy service provider may directly control
the smart appliances or DERs configured with such
capability. The energy service provider may act as an
aggregator of individual customers, negotiate RTP
prices with the utility companies, and determine the
demand response policy for the registered customers.
� DR through BAS. In this case, the BAS uses the RTP infor-

mation available on the public channel of the ESI. A BAS
has load controllers linked to security installations and
building HVAC systems through wireline (e.g., ethernet)
or wireless (e.g., ZigBee) communication medium and
can exercise demand response.
� DR through embedded control. In this case, the smart

device not only has a communication link to the home
area network, but also its own load control algorithm.
The smart device receives RTP information from the
public ESI interface and exercises demand response.
For example, a computer implements its own load con-
trol algorithm to take charge in accordance with RTP
signals.

3.2. Supporting network technologies

Many network technologies can be used for communi-
cations in the transmission, distribution and customer do-
mains in the smart grid, but none of them suits all the
applications and there is always a best fit of a technology
or a subset of technologies that may be chosen for a group
of power system applications, either operating in the same
domain or having similar communication requirements.
Before a communication technology is chosen for a partic-
ular power system application, a thorough analysis is re-
quired to match the application requirements with the
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technology properties. The available network technologies
include the following categories:

� Power Line Communication. The power lines are
mainly used for electrical power transmissions, but they
can also be utilized for data transmissions [5,8,22–26].
The power line communication systems operate by
sending modulated carrier signals on the power trans-
mission wires. Typically data signals cannot propagate
through transformers and hence the power line com-
munication is limited within each line segment
between transformers. Data rates on power lines vary
from a few hundred of bits per second to millions of bits
per second, in a reverse proportional relation to the
power line distance. Hence, power line communication
is mainly used for in-door environment [27] to provide
an alternative broadband networking infrastructure
[7,28] without installing dedicated network wires.
� Wireline Network. Dedicated wireline cables can be

used to construct data communication networks that
are separate from the electrical power lines. These ded-
icated networks require extra investment on the cable
deployment, but they can offer higher communication
capacity and shorter communication delay. Depending
on the transmission medium used, the wireline net-
works include SONET/SDH [29,30], Ethernet [31], DSL,
and coaxial cable access network. SONET/SDH networks
transmit high-speed data packets through optical fibers
with supported data rate between 155 Mbps and
160 Gbps. Ethernet is popularly used in our homes
and workplaces, providing a data rate between 10 Mbps
and 10 Gbps. DSL and coaxial cable can be used for
Internet access. The currently available technology
allows us to transmit data on DSL and coaxial cable
up to 10 Mbps.
� Wireless Network. Advancement in wireless network-

ing technology has enabled us to connect devices in a
wireless way, eliminating the installation of wirelines.
In general, wireless signals are significantly subject to
transmission attenuation and environmental interfer-
ence. As the result, wireless networks usually provide
short distance connections with comparatively low data
rates. The 802.11 networks [32] are the most popularly
used local area wireless networks, which can communi-
cate at a maximum data rate up to 150 Mbps and a
maximum distance up to 250 m. In a smaller personal
networking area around 10 m in distance, the 802.15
networks [33] provide wireless data exchange connec-
tions at rates ranging from 20 kbps to 55 Mbps. For
broadband wireless Internet access, 802.16 networks
[34] can support data transmissions up to 100 Mbps
in a range of 50 km.

For WACS and WAPS applications, high bandwidth is
required to meet the timing requirements. For example,
it is suggested in [35] to use Internet Protocol (IP), Multi-
Protocol Label Switching (MPLS) and Wavelength Division
Multiplexing (WDM) to construct the communication
backbone. It is proposed that 10/100 Mbps Ethernet be
used within substations and 1 Gbps Ethernet be used to
connect to the Internet over WDM backbone.
Different communication architectures and technolo-
gies may be deployed in the distribution domain. For field
based applications, agent-based architectures [36–38] are
considered where the agents communicate with each other
in a peer to peer manner for local control and protection
with the centralized SCADA control center. Various com-
munication technologies may be used to support such
communications, e.g., GPRS, Ethernet, SONET/SDH, IEEE
802.11, 802.15, and 802.16. Hybrid architectures may also
be deployed where a group of local wireless sensors com-
municate with an agent to collect nearby electrical infor-
mation. This approach is more cost effective than using a
direct communication link for each agent. Products based
on hybrid architectures using 900 MHz wireless mesh
technology and cellular technology (GSM and CDMA) are
already commercialized [39].

For home area applications and control, IEEE 802.11
WiFi and 802.15 ZigBee networks can be used for conve-
nient and low cost data exchange. Power line communica-
tion also provides an alternative network to connect the
electrical devices. Through home area networks, the smart
meter installed at each household is able to monitor the
electricity usage in real time and make adjustment when
necessary. Research and standardization efforts are cur-
rently underway to unify the home area networking tech-
nologies to enable smart energy management for home
energy devices [40,41].

3.3. Communication functionalities

The communication infrastructure enables a number of
automated and intelligent energy management possibili-
ties in the smart grid. Particularly, the National Institute
of Standards and Technology has identified the following
priority applications [13] in the smart grid deployment.

3.3.1. Wide area situational awareness
The WASA system collects large amount of information

about the current state of the power grid over a wide area
from electric substations and power transmission lines.
Using this information, monitoring (Wide Area Monitoring
Systems – WAMS), control (Wide Area Control Systems –
WACS) and protection (Wide Area Protection Systems –
WAPS) functionalities can be implemented. Thus WASA
gives utility companies the ability to gather information,
analyze it and predict any future disturbance or power dis-
ruption, thereby preventing the occurrence of blackouts.
For example, the information can be used for contingency
analysis, which is the ability of the power system to with-
stand the outage of critical elements. It may also be used
for inter-area oscillation damping. Automation of these
applications will provide self-healing capability in the
future grid. Load shedding and dynamic islanding are
examples of such self-healing control applications. Typical
WAPS actions include automatic tripping of generators and
interruptible loads. The WASA systems use wide area net-
works in the transmission domain for their operation.

3.3.2. Distribution grid management and automation
The future power grid will see extensive penetration of

active elements (which can act as sources of energy) like
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DERs into the distribution grid that can exchange energy
with the grid in a bidirectional manner. However, the
existing utility electric power systems were not designed
for active generation and storage at the distribution level
[42]. This makes the traditional distribution grid with uni-
directional power flow very complex in nature. The distri-
bution grid also needs to support the monitoring of PEVs
and consumer based functionality, e.g., automatic meter-
ing and demand response systems. These expected
changes to the distribution grid call for extensive real-time
monitoring of the grid. The monitoring process involves
gathering of information from distribution feeders, trans-
formers equipped with electrical sensors and communica-
tion capability, PEV charging stations, DER sites and
customer premises. This information may be fed to an
automated centralized DMS for information analysis, state
estimation, and control (using SCADA). This adds to the
reliability of the distribution system. These applications
use field area networks in the distribution domain for
operation.

3.3.3. Advanced metering infrastructure
The AMI system provides a two-way communication

capability for interaction between the utility companies
and end customers with smart meters. These are mainly
used to automatically gather the metering information
from the customer side (Automatic Meter Reading –
AMR) thereby reducing operational costs. Moreover, by
using AMI, bidirectional communication capability, addi-
tional functionalities like the demand response system
can be implemented. The AMI communication infrastruc-
ture can also be used by third party vendors to interact
with the customer equipment for equipment monitoring
and control. It can also aid in outage detection at the cus-
tomer site and remote restoration. The AMI systems use
field area networks in the distribution domain for
operation.

3.3.4. Demand response
The DR system temporarily changes the electricity con-

sumption by loads on the distribution grid in response to
market (e.g., high electricity tariff due to high demand)
or to maintain the reliability on the grid. The customer
DERs may also contribute towards demand response by
supporting the electricity demand temporarily. Implemen-
tation of a DR system is beneficial for both the utility com-
panies and the customer. DR systems allow the utility
companies to control the peak power conditions on the
grid and flatten the consumption curves by shifting con-
sumption times. The utility is therefore able to avoid a
short term peak by delaying some of the existing usages
and buy itself time to start of additional power plants. This
avoids the inefficient operation of running backup power
plants to cover the peak loads on the grid. Based on
consumption curves, the utility companies can provide
dynamic Real-Time Pricing (RTP) information to the cus-
tomers, thereby encouraging them to shift their usage to
times of lower electricity demand. This will maximize the
use of available power and increase overall system effi-
ciency. Customers on the other hand can use an energy
management interface and smart appliances (which com-
municate with a smart meter) and schedule their electric-
ity usage in synchronization with the low price signals. The
process can also be automated and controlled by the utility
as per the customer preferences. Moreover, by setting up
DERs and energy storage devices at their premises, cus-
tomers can sell the excess electricity back to the utility.
The DR systems use the AMI infrastructure and field area
networks of the customer domain to implement their
functionalities.

3.3.5. Electric transportation
The introduction of large number of PEVs at homes, PEV

charging stations or commercial buildings provides unique
challenges to the utility companies. The simultaneous
charging of large number of PEVs will put a lot of load on
the grid and thus some co-ordination is required to keep
the load low at a particular instant and to distribute it over
time. This will require the PEV vehicles to shift their charg-
ing times in synchronization with the load on the grid or
the RTP signals. The PEV batteries can also act as tempo-
rary sources of electricity and hence can contribute some
electricity to the grid in times of peak demand. Thus, the
applications for electric transportation are required to
communicate with the PEVs to monitor their charging pro-
cesses and send them RTP information. It also needs to ob-
tain data from PEVs, like the authentication information,
the amount of charging required, the rate of charging, the
capacity of the battery, etc. Overall, the impact of PEV
charging process on the electricity distribution system
needs to be closely monitored by the utility companies.
The utility can use this information for load forecasting.

Besides these new functionalities, the existing data traf-
fic in power systems must also be supported by the en-
hanced utility communication network. The existing data
sources include SCADA, protection and control applica-
tions, power trading information, event notification from
fault recorders, and signals from offices to substations [43].

3.4. Communication requirements

The communication infrastructure in smart grid under-
takes important information exchange responsibilities,
which are the foundations for the function diversified
and location distributed electric power devices to work
synergetically. Unsatisfactory communication perfor-
mance not only limits the smart grid from achieving its full
energy efficiency and service quality, but also poses poten-
tial damages to the grid system. To protect the smart grid
and ensure optimal operation, the communication infra-
structure must meet a number of requirements [44,45].

3.4.1. Network latency
Network latency defines the maximum time in which a

particular message should reach its destination through a
communication network. The messages communicated be-
tween various entities within the power grid, may have
different network latency requirements. For example, the
protection information and commands exchanged be-
tween intelligent electronic devices (IEDs) in a distribution
grid will require a lower network latency than the SCADA
information messages exchanged between electrical
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sensors and control centers. Moreover, the messages ex-
changed can be event driven (e.g., protection and control
related) or periodic (e.g., monitoring related). The network
architecture and communication medium must support
the diverse requirements. The network architecture will
determine if the message sent from one communicating
entity to the other will reach its destination in one or more
hops. This will directly affect the latency. Similarly, the
data rates supported by the communication medium also
dictate how fast an entity can communicate an event ob-
served or reply to a message received.

3.4.2. Data delivery criticality
The protocol suite used for a particular power system

application must provide different levels of data delivery
criticality depending on the needs of the application. This
need may be decided at the time of connection establish-
ment between two applications. The following levels of
data delivery criticality may be used: (a) high is used where
the confirmation of end-to-end data delivery is a must and
absence of confirmation is followed by a retry. For exam-
ple, this may be used for delivery of SCADA control com-
mands for settings and changes of switch gear position;
(b) medium is used where end-to-end confirmation is not
required but the receiver is able to detect data loss, e.g.,
measured current and voltage values and disturbance re-
corder data; (c) non-critical is used where data loss is
acceptable to the receiver. In this case reliability can be im-
proved by repetitive messages. For example, this may be
used for periodic data for monitoring purpose.

3.4.3. Reliability
The communicating devices in the power grid rely on

the communication backbone in their respective domains
to send and receive critical messages to maintain the grid
stability. Hence, it is extremely important for the commu-
nication backbone to be reliable for successful and timely
message exchanges. The communication backbone reli-
ability is affected by a number of possible failures. These
failures include time-out failures, network failures, and re-
source failures. A time-out failure occurs if the time spent
in detecting, assembling, delivering and taking action in re-
sponse to a control message exceeds the timing require-
ments. A network failure occurs when there is a failure in
one of the layers of the protocol suite used for communica-
tion. For example, a routing protocol failure might prevent
a message from reaching its destination in spite of exis-
tence of a physical link. Noise and interference in the phys-
ical medium may also disrupt the communication. A
resource failure implies failure of the end node which ini-
tiates communications or receives messages. Hence, there
is a need to assess the reliability of the system in its design
phase and find ways to improve it.

3.4.4. Security
In the future power systems, an electricity distribution

network will spread over a considerably large area, e.g.,
tens or hundreds of miles in dimension. Hence physical
and cyber security from intruders is of utmost importance.
Moreover, if a wireless communication medium (like WiFi
or Zigbee) is used as part of the communication network,
security concerns are increased because of the shared
and accessible nature of the medium. Hence, to provide
security protection for the power systems, we need to
identify various communication use cases (e.g., demand
side management, advanced meter reading, communica-
tion between intelligent energy management (IEM) and
intelligent fault management (IFM) devices, and local area
communication by IEM devices) and find appropriate secu-
rity solutions for each use case, for example, authorized ac-
cess to the real time data and control functions, and use of
encryption algorithms for wide area communications to
prevent spoofing.

3.4.5. Time synchronization
Some of the devices on power grid need to be synchro-

nized in time. The requirements for time synchronization
of a device depend on the criticality of the application. Tol-
erance and resolution requirements for time synchroniza-
tion are strict for IEDs that process time sensitive data.
For example, phasor measurement units (PMUs) have the
most strict need of time synchronization as they provide
a real-time measurement of electrical quantities (voltage
and current) from across an electricity grid for analysis,
measurement and control [44]. Time synchronization can
be obtained through a number of ways depending upon
the resolution and jitter requirements. Precision time pro-
tocol (PTP) defined by the standard IEEE 1588 provides
time synchronization with up to nanosecond precision
over ethernet networks. Global positioning system (GPS)
and simple time network protocol (STNP) are other ways
of achieving time synchronization.

3.4.6. Multicast support
The multicast concept is crucial for power system

applications in which a message containing a given analog
value, state change or command may have to be communi-
cated to several peers at the same time [46]. Thus, instead
of multiple individually addressed messages, a single
multicast message is sent to a switch that forwards it to
all outgoing ports. Receiving devices are simply configured
to listen to a particular multicast address, thus making it
possible to disregard unwanted network traffic, which is
useful for IED devices to share protection related informa-
tion with their peers.
4. Critical timing requirements

Timing is critical in smart grid communications, which
is the most fundamental difference from other communica-
tion networks. Some types of information exchanges
between electric devices is useful only within a predefined
time frame. If the communication delay exceeds the re-
quired time window, the information does not serve its
purpose any more and, in the worst case, damage might
be incurred in the grid. For example, in the common prac-
tice for power device protection, the circuit breaker must
be opened immediately if the voltage or current on a power
device exceeds the normal values. Such protection actions
must be made within a time window as small as 3 ms in
order to be effective. In fact, IEEE and the International



Fig. 3. The message delay in smart grid communications is defined as the end-to-end delay between the two communicating end systems, including the
message processing and transmission times at the source, destination and every intermediate forwarding node.

Fig. 4. The processing time spent in an IED device.
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Electrotechnical Commission (IEC) have defined rigorous
communication delay requirements in smart grid for differ-
ent types of information exchanges. When we design and
implement the communication infrastructure in the grid,
these timing requirements must be satisfied.

4.1. Delay definition

The communication delay in smart grid is defined as the
time lapse between the sending of a message at the source
IED and the receiving of message at the destination IED. It
is measured end-to-end between the two applications run-
ning at the source and destination systems. An illustration
of the delay definition is shown in Fig. 3. As observed in the
figure, the end-to-end delay is the sum of all the time
pieces spent by the message during its processing and
transmission at every traversed node: the source IED in-
curs some delay to format the message for transmission,
each intermediate forwarding node adds in extra delay to
process and relay the message, and the destination IED
spends additional time to decode the message and present
it to the application program.
As the electric power devices do not have communica-
tion capability by themselves, each electric device is at-
tached with an embedded computer system to serve as
the communication interface to the network infrastruc-
ture. The electric device and the embedded computer sys-
tem together form an IED. The message processing steps
within an IED are illustrated in Fig. 4, in which a message
containing the device status data is generated and trans-
mitted through four modules in the IED: (i) the analog–
digital converter transforms a status measurement into
digital data, (ii) the CPU processes the measurement data,
(iii) the setpoint structure stores the current measurement
data, and (iv) the network protocol stack formats the mes-
sage and sends it into the network. The time spent within
an IED is part of the end-to-end delay as described in Fig. 3.

4.2. Timing classifications

IEEE classifies the message exchange events in power
systems into several categories and requires the delays
experienced in the communication networks be strictly
less than these guideline values [44]. We summarize these



Table 2
IEEE 1646 standard: communication timing requirements for electric substation automation.

Information types Internal to substation External to substation

Protection information 4 ms (1
4 cycle of electrical wave) 8–12 ms

Monitoring and control Information 16 ms 1 s
Operations and maintenance information 1 s 10 s
Text strings 2 s 10 s
Processed data files 10 s 30 s
Program files 1 min 10 min
Image files 10 s 1 min
Audio and Video data streams 1 s 1 s

Table 3
IEC 61850 communication networks and systems in substations: communication requirements for functions and device models.

Message Types Definitions Delay requirements

Type 1 Messages requiring immediate actions at receiving IEDs. 1A: 3 ms or 10 ms; 1B: 20 ms or 100 ms
Type 2 Messages requiring medium transmission speed 100 ms
Type 3 Messages for slow speed auto-control functions 500 ms
Type 4 Continuous data streams from IEDs 3 ms or 10 ms
Type 5 Large file transfers 1000 ms (not strict)
Type 6 Time synchronization messages No requirement.
Type 7 Command messages with access control Equivalent to Type 1 or Type 3.

Fig. 5. The delay measurement testbed used in [48] and [49].
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delay categories in Table 2. Similarly, IEC has also specified
the expected communication delays in different informa-
tion categories [47], which we summarize in Table 3.

We observe in Tables 2 and 3 that the communication
networks to be used in the smart grid are responsible for
delivering a diversity of messages used in substation auto-
mations and some of them have critical delay require-
ments. The most time urgent messages are related to the
most important system protection functions and require
a delivery delay as small as 3 ms, which is measured round
trip from the IED to the control station for problem alarm-
ing and back to the IED for emergency responding. It is par-
amount to guarantee the timely and reliable delivery of
these messages within the specified delay windows. Note
that these delay demanding messages are usually trans-
mitted on the shared networks together with other less
time critical but possibly rate intensive messages, so it re-
mains a challenging research problem to guarantee the sat-
isfactory delay performances of time critical messages.

4.3. Delay realities

The currently available network technologies were not
designed with the communication delay performance as
the first priority and hence they may not always be able
to meet the strict delay requirements of power system
communications. Preliminary experimental results on the
communication delay in several substation networks are
reported in [48,49], which show that in many communica-
tion scenarios the packet delays experienced in typical
substation networks exceed the maximum allowed for
the most time critical messages. Specifically, end-to-end



Table 4
Delay measurements in [48] and [49].

Test scenarios Delay ranges (ms)

1 0.2–0.7
2 0.8–1.6
3 3.2–17
4 12–86
5 32–173
6 18–97
7 19–622
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delays are measured in [48,49] under seven different net-
work settings as illustrated in Fig. 5 for variable-length
packets (from 16 to 4096 bytes) that are transmitted
through the TCP/IP protocols.

(1) PC-PC via Ethernet. Two Linux workstations are con-
nected through a 100 Mbps Ethernet switch. The
CPU speed of each Linux workstation is 2.6 GHz
and each workstation is installed with 1.5 GB
memory.

(2) TS7250-TS7250 via Ethernet. Two Technologic Sys-
tems TS7250 embedded computers are connected
through a 100 Mbps Ethernet switch. Each TS7250
is equipped with a 200 MHz ARM-9 CPU and
64 MB memory, and installed with Linux operating
system.

(3) TS7250-TS7250 via 802.11b. Two TS7250 embedded
computers are attached with WiFi dongles on their
USB ports and communicate by connecting to a
shared 802.11b access point.

(4) TS7250-Gateway via 802.15.4. A TS7250 embedded
computer is attached with an Xbee-Pro communica-
tion board through serial link and exchanges data
with an 802.15.4 gateway.

(5) TS7250-PC via 802.15.4-Ethernet gateway. A TS7250
embedded computer exchanges data with a PC con-
nected to the Ethernet interface of the 802.15.4
gateway.

(6) TS7250-PC via Ethernet and university campus net-
work. A TS7250 embedded computer is connected
to an Ethernet and communicates with a PC located
in another Ethernet through a university campus
network.

(7) TS7250-PC via 802.11 g and university campus net-
work. A TS7250 embedded computer is connected
to a 802.11 g access point and communicates with
a PC in a separate Ethernet through a university
campus network.

We summarize the experimental results on the testbed
used in [48,49] in Table 4. The results show that the com-
munication delay within a single Ethernet is below 2 ms,
while the delay increases significantly on wireless net-
works and multihop networks, as observed in the test sce-
narios 1–2 and 3–7 respectively.

The communication delays within substations have also
been investigated through simulations. The simulation re-
sults in [50,51] show that the 10/100 Mbps Ethernet in
general can provide satisfactory delay performance for
communications inside a substation. The delay measure-
ments in the simulated network settings in [50,51] are less
than 1 ms in most cases, which are consistent with the
experimental results on Ethernet in [48,49]. It is mean-
while observed that the communication delay increases
with the distance between communicating devices and
therefore the delay performance in large-size Ethernet
may need further investigation.

The most time critical messages in smart grid commu-
nications require a delay bound as small as 3 ms, as defined
in Tables 2 and 3. It is observed from the experimental re-
sults that Ethernet can meet all the delay requirements.
Therefore, Ethernet will be a good choice to implement
control automation within a substation. Single-hop WiFi
network cannot be used to transmit system protection
messages, but it meets the delay requirements of all the
other messages, for example, system monitoring and con-
trol, operation and maintenance, text files, images and vid-
eos. ZigBee network and multihop network with wireless
access, however, can only be used to transmit time insen-
sitive data. They cannot be used to transport system pro-
tection, monitoring and control messages. Note that the
delay performances will become even worse when the net-
works experience heavier background traffic loads or more
complicated multihop networks are used. Hence, the de-
sign of short-delay networks is a critical research problem
in the smart grid in order to support effective energy man-
agement functions.
4.4. Research challenges

Given the importance of communication networks in
the smart grid management, many research efforts
[12,43,52–59] have been made in proposing and construct-
ing various network architectures to connect the distribu-
tively located electrical devices for automated control. To
achieve satisfactory communication delay performance, a
number of open research problems must be addressed
carefully.
4.4.1. Understanding delay components
The communication infrastructure in smart grid will

incorporate many network technologies and assume a
hierarchical and hybrid composition. Different types of
networks are used to provide communication facilities to
different portions or regions of the grid and they are inter-
connected to form the entire infrastructure. The delay
experienced by a message consists of many components
as the message travels within each subnetwork and
through the interfaces between subnetworks. The various
delay components can be generally categorized as follows.

� Data acquisition delay. The status measurements, such
as voltage, current and temperature, are acquired peri-
odically from the electric devices and converted from
their original analogue formats into the digital repre-
sentations. The digital information is then processed
by the attached embedded system, which functions as
a low-profile computer, for transmission through the
communication networks. A data acquisition delay is
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incurred between the event occurrence, for example a
voltage change, and the actual digital information
capture.
� Packet processing delay. Data is transmitted through a

communication network by following the specified net-
work protocols. Different layers of packet headers and
trailers are added, inspected, modified and removed
along the transmission path taken by the packet. Each
step in packet processing adds extra delay to the total
time spent by the packet in the network.
� Packet transmission delay. The current link layer mech-

anisms append a data integrity check field to each data
frame to detect possible data errors. Every intermediate
node on the packet transmission path verifies the data
correctness after receiving the complete data frame
and before forwarding the packet to the next relay
node. Transmission delay is incurred on each link for
the sending and receiving of the data frame.
� Medium access delay. Multiple data sending nodes

that share the same transmission medium, such as
wireless spectrum and wireline cable, compete for the
medium access in order to transmit their respective
data. A node has to wait until its turn for transmission.
Similarly, a packet in a node has to wait until all the
other packets scheduled ahead have been cleared from
the buffer.
� Event responding delay. For some types of IED status

reporting messages, actions are required in response
to the events. For example, a measured voltage exceed-
ing the normal value should trigger a circuit breaker off
command from the control station. The intelligent
energy and fault management system residing at the
action responsible node may spend some time in decid-
ing what response to take.

A detailed analysis of all the delay components between
any pair of communicating IEDs is required to understand
the delay performances in the communication infrastruc-
ture. A comparison between the actual delay performances
and the expected delay bounds is needed to evaluate the
supportive feasibility of communication networks. Given
the diversity of equipments and protocols used in the
smart grid, accurate delay evaluation is a challenging
research issue.

4.4.2. Minimizing end-to-end delay
In order to meet the strict delay requirements in the

smart grid communications, efforts are required in three
delay reduction perspectives, namely, choosing the appro-
priate network equipments, utilizing the fast communica-
tion mechanisms provided in the current network
equipments and protocols, and designing new protocols
to speed up the transmission of time urgent messages.

� Network technology selection. There are many different
network technologies available for use, which have
different communication capacities and delay perfor-
mances. Selection of the appropriate network technol-
ogy for each application scenario is the first step
toward meeting the delay requirements. However,
besides the delay requirements, many other consider-
ation factors like the deployment convenience and
equipment cost also affect the decision on network
selections.
� Network service mapping. Some network technologies

offer fast communication mechanisms to support time
critical message delivery, for example the DiffServ
service classes in the Internet and the coordination
functions in the wireless LANs. As the smart grid com-
munications consist of multiple delay classifications,
each type of messages should be mapped to the corre-
sponding delay service provided by the underlying
network technologies. The mapping is determined by
whether the chosen delay service meets the delay
requirement.
� New protocol design. Due to many reasons, such as

deployment convenience and equipment cost, high-
profile fast networks may not always be the best selec-
tion for particular application scenarios. When low
speed networks are used, alternative network protocol
design may be needed to improve the delay perfor-
mance. Re-engineering of network protocols is possible
by modifying and updating the protocol stack programs
in network equipments, but the side effects of changing
standard protocols must be fully considered, such as the
compatibility problems.

The communication delay is defined in the smart grid
from end to end including all the network segments tra-
versed by a message. Therefore, it is also important to de-
sign and deploy simple network structures that involve the
least number of intermediate hops to minimize the com-
munication delay.
4.4.3. Enforcing delay guarantees
The communication infrastructure is shared by all the

types of messages, which have diverse delay requirements.
Protecting the time critical message deliveries from the re-
source competition of delay insensitive messages is hence
necessary, especially when the delay insensitive messages
are rate intensive. Two strategies can be used to enforce
the delay guarantees for time critical messages.

� Message prioritization. Different types of messages may
be prioritized differently with the priority levels corre-
sponding to the time urgencies. High priority messages
should be allocated network resources for speedy trans-
mission before low priority messages. For example, a
dedicated buffering queue may be provided to serve
high priority messages and a node with high priority
messages in its queue may be scheduled for transmis-
sion before other nodes.
� Admission control. When congestions occur in the net-

work, low priority messages may be limited from enter-
ing the network to solve the congestion problem.
Admission control hence ensures the communication
availability for the high priority messages to meet their
delay requirements. However, carefully designed con-
trol schemes should not excessively limit the network
access of low priority messages such that reasonable
network utilization is still maintained.
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The prioritization and control strategies are general
methods. Given the complex network structures and
diverse communication classes, many design and imple-
mentation details need to be worked out, for example, the
number of priority levels, resource allocation in each level,
priority mapping to each communication class, priority
transition between different networks, admission control
criteria, and dynamic control adjustments.
4.4.4. Evaluating enforcement capabilities
Under certain power system situations that affect mas-

sive number of devices, a large number of time critical
messages may be generated, all with high delivery priority.
It is necessary to understand the network capabilities in
meeting the delay requirements of multiple simultaneous
time urgent messages. Specifically, the research challenges
exist in two perspectives.

� Maximal delivery support. When multiple time critical
messages require simultaneous transportation and
delivery, the available network processing and trans-
mission resources should be carefully assessed and
allocated such that maximal network support is
provided to accommodate the delay expectation of each
individual message. For example, if there exist multiple
disjoint paths that can be used, the messages may be
distributed over different paths to speed up their
transmissions.
� Support capability determination. Given the limitation

of network resources, such as the relay node processing
speed and the link bandwidth, there exists an upper
bound on the number of simultaneous time critical
messages that can be delivered in time by the commu-
nication infrastructure. Evaluation of this network sup-
port capability limit is important and necessary as it
determines the feasibility of simultaneous delay guar-
antees for multiple messages.

5. Reliable and secure communications

Reliability and security are fundamental concerns in
power systems. As the power systems provide electricity
to almost every aspect of our lives, they must be operated
in the normal functioning status in design conformance. By
reliability, we require that system faults occur with mini-
mum probability and, should some component go wrong,
its impact to the whole power system is minimized and
the dysfunctional component is restored to the normal
working status in the shortest time. Security on the other
hand addresses the power system malfunctions due to hu-
man reasons, such as intentional attacks and unauthorized
alterations. Since the communication networks play a vital
role in the intelligent and automated energy system man-
agement, their reliability and security issues are a critical
part of the power system reliability and security, and thus
need to be addressed carefully. More importantly, given
the time urgency of some types of messages in power sys-
tems, it is challenging to find reliability and security solu-
tions that meet the strict delay requirements at the
meantime.
5.1. Research challenges in communication reliability

Communication networks are not deployed extensively
in traditional power systems. As such, the existing research
efforts on power system reliability have mainly focused on
identification of reliability problems [60–63], definition of
reliability metrics [64], and evaluation of reliability models
[65,66] for power devices. Communication network reli-
ability [67–70] and its connection to the power system
reliability [71–73] still stay in a primitive research stage.
The research challenges in power system communication
reliability can be classified into several categories.

5.1.1. Reliability mapping
The communication networks in power systems are

responsible for information exchange among distributed
power devices to assist the functioning of management
systems. The reliability of communication networks is
hence coupled with the reliability of power management
systems. Power systems cannot work correctly unless the
communications among intelligent electronic devices are
transported as expected. To determine the reliability
requirements on the communication networks, it is neces-
sary to understand the performance expectations on com-
munication infrastructure from the power management
systems first, and then map the communication expecta-
tions into the network reliability requirements. Given the
diversified communication performance expectations
from the energy management systems, multiple-class
network reliability requirements should be defined
correspondingly.

5.1.2. Network reliability
Messages may be delayed, altered or lost during trans-

missions in networks. The communication networks
should be designed and implemented by taking these pos-
sible transmission problems into account to ensure that
each message reaches its destination correctly and timely.
Many network problems can result in unsatisfactory mes-
sage transmissions, including for example network conges-
tions, protocol errors, and link disruptions. Message
prioritization and resource reservation mechanisms may
help mitigate network congestions to allow the most
important messages to be delivered on time. To prevent
protocol errors and link disruptions, periodic network
maintenance checkups are needed to identify and locate
possible network problems. Besides, early detection mech-
anisms are also needed to discover network connection
problems such that they can be fixed promptly.

5.1.3. Communication restoration
Communication problems can be largely reduced if the

networks are carefully implemented and operated, but
they can never be eliminated. Having backup communi-
cation solutions is always a good practice to improve
the network reliability further. For every important end-
to-end connection path, one or more alternative routing
paths should be planned ahead of failure occurrences.
The original and alternative paths should have minimum
intersections to enhance the robustness of each individ-
ual path. Automatic failure detections and path
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switchings are needed to resume communications in-
stantly at the time of disruption in the original path.
Additionally, mechanisms should be implemented to
retransmit the messages that are lost during the path
transition intervals.

5.1.4. Reliability responsiveness
For some types of messages in power system communi-

cations, there are critical timing requirements on their
maximally allowed transmission delays. The communica-
tion network reliability should be inspected under these
strict timing bounds. Therefore, the definition and evalua-
tion of reliability are based on the corresponding timing
requirements. For example, the power system protection
messages must be correctly delivered within a time frame
as small as 3 ms. An acceptable reliability solution should
hence guarantee that the retransmitted or rerouted mes-
sages reach the intended destination devices within 3 ms
from the time that the first attempted message is sent.
Any delayed messages received after this 3 ms time win-
dow do not serve the reliability purpose. Therefore, it is
challenging to address the communication network reli-
ability problem.

5.1.5. Reliability evaluation
The communication network reliability should be mod-

eled and analyzed by defining quantitative reliability met-
rics, such as error probabilities and restoration delays.
Understanding the specific reliability performances is
necessary in order to predict the likelihood of network
problem occurrences and allocate the limited network
resources to the most important performance perspectives.
Furthermore, the impact of communication problems on
the power grid operations and services should also be
evaluated. For example, analysis should be provided to
estimate the possibility of equipment damages and the
extent of service outages if certain types of messages
cannot be delivered correctly and timely due to network
reliability problems. As the communication networks as-
sist in the power grid functions, the reliability evaluation
of communication networks should be mapped back to
the power grid ability in providing continuous electricity
services without disruption.

5.2. Research challenges in communication security

Communication security is a research issue as impor-
tant as the network reliability regarding the correct func-
tioning of power system management. Different from
reliability, security problems arise from malicious human
behaviors and hence they are more challenging to solve.
As the communication networks undertake the responsi-
bilities for information exchange used in power manage-
ment, they could become targets of attacks that attempt
to distort the management functions. Attackers can possi-
bly gain monetary benefits or simply cause impactful dam-
ages to the power systems. Therefore, it is imperative to
protect the communication networks from cyber attacks.
The security problems in power systems have been dis-
cussed widely in the literature [74–86].
5.2.1. Security objectives in power system communications
In literature, information security problems can be

classified into five general categories in respect to their
objectives, namely, availability, integrity, confidentiality,
authenticity, and non-repudiation. In power system
communications, mechanisms to achieve information
availability, integrity and authenticity must be provided,
among which availability is the most critical requirement.
The confidentiality and non-repudiation objectives may
not always be required, depending on the particular com-
munication scenarios.

� Information availability. The communication networks
should be able to perform communication functions as
normal when attacks happen that attempt to block
the information passage in the networks. Availability
is the foundation of other security concerns. The com-
munication networks must first guarantee message
deliveries to their intended destinations and then pro-
tect the messages from other security threats. As the
communication networks used in the smart grid will
be a large-scale comprehensive infrastructure that
involves a diversity of components and protocols,
attackers may exploit the security vulnerabilities at var-
ious network nodes and protocol layers to deny the
legitimate communications from network accesses
and usages.
� Information integrity. The messages transmitted in the

communication networks in smart grid should be pro-
tected against unauthorized changes. The contents of
these messages are related to power system measure-
ments, controls and user data, falsification of which will
endanger the smart grid operations. For example, an
altered status measurement may miss a component
failure alarm, a falsified control command may inter-
rupt the power system functions, and an incorrect user
data exchange may result in wrong operations in the
energy management system. Mechanisms must be pro-
vided to verify the integrity of the information con-
tained in the transmitted messages.
� Information authenticity. Forged messages in the com-

munication networks should also be discernable. False
messages injected into the communication networks
by attackers interrupt the normal power system opera-
tions in a similar way as altered messages. They convey
incorrect information between distributed power
devices and result in wrong management decisions.
Therefore, the communication networks must have
mechanisms that are able to verify the message genu-
ineness, i.e., the messages are from the senders as
claimed. Messages that do not pass the authenticity
inspection must be ignored and, under certain cases,
the actual sources of false messages should be
identified.
� Information confidentiality. Sensitive information

transmitted through the communication networks
should be kept confidential. Such information includes
for example the user account and transaction data. Dis-
closure of user sensitive information may violate the
user rights, cause user financial losses, and compromise
the creditability of the power service providers.
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Methods should be used to prevent unauthorized users
from accessing the sensitive information both during
transmission and at storage. The degree of confidential-
ity protection should be commensurate with the
secrecy period required by the protected data.
� Information non-repudiation. The non-repudiation

objective refers to the fact that a user cannot deny the
transmission of a message after the message has been
sent. Non-repudiation is related to the information
forensics. In the smart grid communications, most mes-
sages do not require assurance of non-repudiation.

5.2.2. Security solutions in power system communications
The importance of communication security has been

recognized by the research community in power system
communications. Solutions have been proposed to con-
struct secure communication networks to support the
smart energy management in the power grid. Specifically,
the security solutions in the literature are observed in
the following categories corresponding to the security
objectives discussed above.

� Denial-of-service defense. All the information availabil-
ity attacks interfere with the normal information
exchanges by injecting false [87] or useless [88] packets
into the communication networks. The false informa-
tion confuses the packet recipients in recognizing the
correct information. The useless packets consume a sig-
nificant share of network bandwidth such that the legit-
imate traffic is knocked out in the network. Both types
of attacks deny the information availability in the com-
munication networks. Solutions to defend against the
denial-of-service attacks rely on a careful discretion of
the legitimate traffic from the attack traffic. An effective
solution must be able to filter out the attack traffic to
protect the legitimate information exchanges.
� Integrity protection. To prevent messages from unau-

thorized changes during transmission, mechanisms
are needed for the message recipients to verify the orig-
inality of the received messages. The integrity protec-
tion solutions rely on the established agreements
between message senders and receivers on the use of
message encryption keys [86,89–92]. The message
senders use the encryption keys to compute a message
digest for each message and the message receivers use
the corresponding decryption keys to verify the correct-
ness of the received message digest. The encryption and
decryption keys can be either identical or asymmetric.
Usually identical keys have lower computational over-
head than asymmetric keys. In order to establish the
encryption and decryption key pairs, key exchange pro-
tocols must be completed before the message integrity
can be protected.
� Authenticity enforcement. Message origins must be ver-

ified in the power system communication networks to
prevent sophisticated attackers from impersonating
legitimate power devices to transmit forged messages.
The solutions to guarantee message authenticity are
built on top of the mechanisms that require message
senders prove their identities [93–96]. The identity
proofs are usually presented in the form of demonstrat-
ing the knowledge of certain secrets that are known by
the message senders. The secrets used for identification
are usually the same message encryption keys used for
integrity protection and therefore the authenticity
enforcement schemes employ either the symmetric or
the asymmetric encryption and decryption key pairs.
Key exchange protocols are necessary in order to estab-
lish the key pairs.

In power system communications, the information con-
fidentiality and non-repudiation are not always required.
Except for certain types of messages, such as the customer
transactions, messages do not need to be protected against
unauthorized reading. There is also no requirement in
most cases for the communication networks to prevent
message senders from denying message transmissions.
Most of current research efforts on the power system com-
munication security are targeting the information avail-
ability, integrity and authenticity objectives, which are
critically important in power systems.

Other than the five major security objectives discussed
above, research efforts have also been reported in the
intrusion detection systems [97], access control schemes
[98], and communication anonymities [99]. Intrusion
detection systems and access control schemes supplement
the other security solutions to strengthen the power sys-
tem defense against security threats. The communication
anonymity, on the other hand, addresses the user privacy
concerns while preserving the security requirements.

5.2.3. Research challenges
The smart grid is a large-scale complex power system

interconnecting an enormous number of power devices
that are equipped with significantly diverse computation
and communication capabilities. It is challenging to ad-
dress the security problems in the smart grid communica-
tion networks due to the network size and heterogeneity.
Specifically, the research challenges exist in the following
categories.

� Requirements mapping. The communication networks
in power systems transmit diversified classes of mes-
sages. Different types of messages may require different
security protections. For example, the system control
messages must be protected with information availabil-
ity, integrity and authenticity, while the system status
sampling data without emergency may only need integ-
rity and authenticity and the availability requirement
may not always be necessary, as occasional packet loss
is acceptable. A careful classification of the message
types and their mapping to the security objectives must
be determined.
� Minimum-latency solutions. Security protection mech-

anisms for emergent messages must incur minimum
latency to satisfy the message delay requirements. For
the time critical messages, delivery beyond their
acceptable delay windows renders the messages use-
less. The delays introduced by the security computa-
tions and protocol setups add on top of the message
transmission delays and therefore they should be kept
minimum. In general, computationally intensive
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security solutions provide strong protection but incur
long delay, so a practical tradeoff between the security
performance and the computational delay may be
reached in the design of security solutions.
� Security evaluation. Each security scheme used in the

power system communication networks must be
carefully evaluated on its strength. Typical evaluation
metric is the computational time required for compro-
mising the security scheme. The security strength
should be sufficiently high such that it is practically
impossible to compromise the scheme within a reason-
able amount of time. For a security protocol design,
every step in the protocol should be inspected to
preclude any potential security holes. The security eval-
uation should also include an assessment of the possi-
ble equipment damages and service losses in case that
the scheme is compromised.

6. Typical communication scenarios

In this section, we describe a few typical communication
scenarios in power systems. These scenarios represent var-
ious data communications in the network infrastructure
that provides intelligent support to energy management.
Specifically, as the smart grid power systems are featured
by automated bi-directional information exchanges in
every phase of energy generation, distribution and usage,
we illustrate in Fig. 6 the communications involved in these
phases.

6.1. Substation control

The electrical substation (case 1 in Fig. 6) is an impor-
tant component in power systems. It changes the voltages
on the electrical transmission lines and controls the power
flow in the transmission system. A substation is a complex
system composed of many elements such as transformers,
capacitors, voltage regulators, and circuit breakers.
Fig. 6. Typical communication scenarios: (1) substation control, (2) power line m
(5) energy usage scheduling.
Automated substation control will be implemented exten-
sively in the smart grid systems to provide real-time mon-
itoring and control through local area networks. The
possible network technologies to be used in a substation
include Ethernet and wireless LAN. To connect the various
equipments in a substation, specialized sensors are at-
tached to the equipments to take their status samples.
The sampled values are then digitized and transmitted
through the local area network to the control station in
the substation. An example of the communication network
in a substation is shown in Fig. 7.

The transmitted messages may be continuous data
streams or isolated packets, depending on the particular
controlling applications. A message generated by the sensor
attached to an electrical equipment is processed by the net-
work protocol stack and then transmitted on the network.
The network may consist of a number of subnets connected
through switches. Each switch on the path of packet trans-
mission processes and forwards the packet. When the pack-
et is received by the control station, a response may be
made by the control station and a configuration message
may be sent back to the electrical equipment. As many
equipments are monitored and controlled in a substation,
all the communications share the network bandwidth.

When the messages are used for maintenance purposes,
a maximum network delay of about 1 s is allowed. When
the messages convey real-time monitoring and control
information, the network delay should be limited to
around 10 ms. In case that the messages carry urgent
equipment fault information, the delivery to the control
station should be within 3 ms. When the control station
sends response messages, the delays should be comparable
to those of the messages received by the control station.

6.2. Transmission line monitoring

Electricity is transmitted and distributed from power
generation plants to customers through power lines (case
onitoring, (3) automatic meter reading, (4) demand response decisioning,
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Fig. 8. Monitoring of power transmission lines.
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2 in Fig. 6). The power lines may span over long distance
and some segments may travel through less populated
areas. Prompt detection of transmission anomalies is criti-
cal to ensure satisfactory power quality and service. One
method of automated transmission line monitoring is to
install sensors along the lines to collect the real-time status
measurements. Each sensor is equipped with wireless
communication capability to exchange data with neigh-
bors. The real-time measurements are relayed through
the sensors until they reach a measurement collection site,
which is connected to the wide area networks for commu-
nications to the control office. An example of the transmis-
sion line monitoring is illustrated in Fig. 8.

Sensors communicate with neighbors using wireless
links, which are subject to interferences. It is therefore
important to coordinate the sensor transmissions to ensure
successful communications. Besides sending own measure-
ments, some sensors also relay packets for others. The traffic
loads on different sensors may be unbalanced, which should
be considered in scheduling their transmissions. Sensors
will higher loads should be allowed to transmit for longer
time to maintain the communication network stability.

The delay requirements are determined by the type of
measurements transmitted. For periodic maintenance
measurements, a 1 s communication delay is permissible.
For constant and continuous monitoring of important
working states, such as voltages and currents, the commu-
nication delay should be within 10 ms. If failures occur
with the transmission lines, the messages reporting fail-
ures should be delivered to the control station within 3 ms.
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6.3. Automatic meter reading

Facility companies need to read the electricity meter
from each household for billing purpose. The traditional
method is to send technical staffs to take the readings
manually. With the deployment of communication infra-
structure, meter reading can be automated and simplified
(case 3 in Fig. 6). Electricity meters equipped with commu-
nication capability can send the meter readings automati-
cally over the network to the facility companies. There are
a number of advantages to replace the traditional meters
with the networked intelligent meters. First, the billing
cost is lowered. Facility companies do not need to send
staffs for meter reading any more. Second, the billing pro-
cess can be completely automated. The readings received
from the network can be processed immediately to gener-
ate customer bills. Third, accurate and detailed usage infor-
mation can be collected from customers. Readings can be
made in periods shorter than the monthly billing cycle
such that facility companies are able to analyze customer
usages with improved data accuracy. The communications
between automatic meters and a facility company are
illustrated in Fig. 9.

To read the electricity meters automatically, a facility
company installs a reading collection device in each house-
hold subdivision. The meters send their readings to the col-
lector through wireless links. As the collector location can
be planned carefully, each meter communicates directly
with the collector. A scheduling mechanism should be
implemented to coordinate the transmissions from differ-
ent meters to avoid transmission collisions. The collector
then relays the readings through the wide area network
to the facility company. The collector may either forward
each reading as a separate packet or assemble a number
of readings for group sending. Forwarding group readings
reduces the communication overhead, but collection de-
lays may be incurred. As meter readings are not sensitive
to communication delay, it is acceptable to receive the
readings with a delay of about a few seconds.

6.4. Demand response decisioning

In the smart grid power systems, electricity is generated
distributively. Supplementary to large power plants, many
households are installed with solar panels to convert sun-
Fig. 9. Communications for au
light into usable electricity. Wind turbines, small hydros
and geothermal plants can also be constructed in regions
with renewable energy resources to generate electricity.
The electricity market will become diversified due to the
participation of many small to medium sized suppliers.
The communication infrastructure will connect all the en-
ergy suppliers and all the energy customers to provide a
platform for energy trading (case 4 in Fig. 6). The supply
and demand of electricity change dynamically on the mar-
ket due to the time varying properties of electricity gener-
ation and usage. Communications regarding the electricity
availability and price are exchanged through the network
for each supplier and each customer to reach a balance be-
tween the supply and the demand. The communications
among the distributed energy suppliers and customers
are illustrated in Fig. 10.

Each electricity supplier or customer publishes its
amount of energy availability or demand through the wide
area network. Different network access technologies may
be used to connect the energy market participants. For
example, a large business may have its own local area net-
work through which its electricity usage information is
sent out to the wide area network, and a household may
access the wide area network through a dial-up phone line
or a cable modem. The communications on the energy
market are from multiple sources to multiple destinations,
and each participant exchanges information with multiple
others to look for the most favorable energy price. The path
taken by a message consists of the segments in the access
networks and the wide area network respectively. Because
there are potentially many participants on the market, the
communication delay perceived by individual packet may
vary significantly. The smart grid users may expect a com-
munication delay within a few seconds to catch up with
the dynamic market states.

6.5. Energy usage scheduling

The electricity price changes in the market as deter-
mined by the supply and demand. The price is usually
higher during the daytime and lower at night. In the day-
time, electricity is largely consumed by factories and all
types of office buildings. At night, the demand for electric-
ity decreases when factories and office buildings are
closed. Accordingly, energy price varies at different times
tomatic meter reading.



Fig. 10. Communications among distributed energy suppliers and customers.

Fig. 11. Communications in a home network to schedule electricity
usages.
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of a day. Customers can take advantage of the dynamic en-
ergy prices to reduce the energy cost by scheduling time
flexible energy usages at the time of low energy prices
(case 5 in Fig. 6). For example, the washer and dryer are
used at night and the electric vehicle is charged at night.
Home area networks can be deployed to connect the elec-
trical appliances in a house to a scheduler, which activates
each appliance at the appropriate time to minimize the
cost of using electricity. We illustrate an example home
network in Fig. 11.

To schedule the energy usage according to the electric-
ity price, the electrical appliances in a home are connected
to a scheduling controller through a home area network.
Usually, a wireless router is sufficient to set up a home
network. The electrical appliances under scheduling may
include washer, dryer, aircon, fan, light, and electric
vehicle. These appliances can be connected into the home
network either with wirelines or with wireless links. The
scheduling controller requests electricity prices periodi-
cally from the energy market, based on which the control-
ler determines an economic operation schedule to activate
each appliance at appropriate time. The communications
between the scheduling controller and the energy market
and the communications between the controller and the
electrical appliances do not have strict delay requirement.
A delay of a few seconds is reasonably good to schedule en-
ergy usages.
7. Standardization activities

Many standards have been proposed to guide the devel-
opment of next generation electric power systems. These
standards cover a vast number of technical aspects of the
power systems, including power equipments, electricity
services, management automations and system protec-
tions. As our focus in this paper is the communication
architecture, we present next the standards on the com-
munication aspect of the electric power systems.

7.1. Distributed network protocol

The distributed network protocol (DNP) first appeared
in 1998, which went through a number of revisions to be-
come the current version (DNP3) [100]. The DNP3 standard
prescribes the protocols used for substation automation
through local or wide area networks. It is used to imple-
ment the SCADA control system in a substation. Electric de-
vices compatible with the DNP3 communication protocols
can exchange status and control information to automate
substation management. The DNP3 standard employs the
Internet protocol suite to transport packets. Accordingly,
it assumes a layered architecture and all the DNP3 defined
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packets are encapsulated into TCP or UDP packets during
the transmission. Security mechanisms are provided in
the forms of virtual private network (VPN) and IPsec, which
are functions of the Internet protocol suite.

DNP3 is currently used in substations for equipment
monitoring and control. It implements the basic functions
of an automated system to communicate equipment states
to the control station and deliver configuration commands
to the electric equipments. However, the communication
quality in DNP3 is not strictly guaranteed. Especially, com-
munication delays are not defined and delay requirements
are not specified. Due to the absence of communication
quality provisions, DNP3 cannot be used in the smart grid
power systems, which will require a comprehensive net-
work protocol with guarantees in the communication
quality.

7.2. IEEE standards

IEEE has proposed a number of standards related to the
communications in power systems, including C37.1, 1379,
1547, and 1646.

7.2.1. IEEE C37.1
The IEEE standard C37.1 [101] describes the functional

requirements of IEEE on SCADA and automation systems.
This standard provides the basis for the definition, specifi-
cation, performance analysis and application of SCADA and
automation systems in electric substations. It defines the
system architectures and functions in a substation includ-
ing protocol selections, human machine interfaces and
implementation issues. It also specifies the network per-
formance requirements on reliability, maintainability,
availability, security, expandability and changeability.

7.2.2. IEEE 1379
The IEEE document 1379 [102] recommends implemen-

tation guidelines and practices for communications and
interoperations of IEDs and RTUs in an electric substation.
It provides examples of communication support in substa-
tions by using existing protocols. Particularly, it describes
the communication protocol stack mapping of the substa-
tion network to DNP3 and IEC 60870-5. Processes are also
discussed to expand the data elements and objects used in
substation communications to improve the network
functionalities.

7.2.3. IEEE 1547
The IEEE standard 1547 defines and specifies the elec-

tric power system that interconnects distributed resources.
It consists of three parts: the electric power system [103],
the information exchange [104], and the compliance test
[105]. In the power system part, the standard specifies
the requirements on different power conversion technolo-
gies and the requirements on their interconnection to pro-
vide quality electricity services. General guidelines are
described to ensure power quality, respond to power sys-
tem abnormal conditions, and form subsystem islands.
The information exchange part specifies the requirements
on power system monitoring and control through data net-
works. Important network aspects are described, including
interoperability, performance and extensibility. Protocol
and security issues are also considered in the standard.
The conformance test part provides the procedures to ver-
ify the compliance of an interconnection system to the
standard. As an electric power system is complicated in
components and functions, the standard describes a vari-
ety of tests to guarantee an implemented system to work
as expected.

7.2.4. IEEE 1646
The IEEE standard 1646 [44] specifies the requirements

on communication delivery times within and external to an
electric substation. Given the diversity of communication
types, the standard classifies substation communications
into different categories and defines the communication
delay requirement for each category. For example, system
protection messages are required to be transmitted within
4 ms and operation maintenance messages within 1 s. Fur-
thermore, it defines the communication delay as the time
spent in the network between the applications running at
the two end systems. Therefore, the packet processing time
should also be considered into the delay such that the com-
bination of processing and transmission times does not ex-
ceed the required delay bound. Since delays are introduced
in both the end system processing phase and the network
transmission phase, the standard discusses further on the
system and communication capabilities required to deliver
information on time, including for example real-time
support, message priority, data criticality, and system
interfaces.

7.3. IEC standards

The International Electrotechnical Commission (IEC)
has proposed a number of standards on the communica-
tion and control of electric power systems. The standard
60870 [106] defines the communication systems used for
power system control. Through the standard, electric
equipments can interoperate to achieve automated man-
agement. The standard 60870 contains six parts, which
specify the general requirements on the power system
interoperability and performance. The standard 61850
[107] focuses on the substation automated control. It de-
fines comprehensive system management functions and
communication requirements to facilitate substation man-
agement. The management perspectives include the sys-
tem availability, reliability, maintainability, security,
integrity and general environmental conditions. The stan-
dards 61968 [108] and 61970 [109] provide common infor-
mation model for data exchange between devices and
networks in the power distribution domain and the power
transmission domain respectively. Cyber security of the
IEC protocols is addressed in the standard 62351 [110],
which specifies the requirements to achieve different secu-
rity objectives including data authentication, data confi-
dentiality, access control and intrusion detection.

7.4. NIST standards

The National Institute of Standards and Technology
(NIST) has also published standards to provide guidance
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to the smart grid construction. The NIST Special Publica-
tion 1108 [111] describes a roadmap for the standards on
smart grid interoperability. It states the importance and vi-
sion of the smart grid, defines the conceptual reference
model, identifies the implementation standards, suggests
the priority action plans, and specifies the security assess-
ment procedures. In particular, it presents the expected
functions and services in the smart grid as well as the
application and requirement of communication networks
in the implementation of smart grid. The NIST report
7628 [112] particularly focuses on the information security
issues of the smart grid. It explains the critical security
challenges in the smart grid, presents the security architec-
tures, and specifies the security requirements. Security
objectives and strategies are discussed, including cryptog-
raphy, key management, privacy and vulnerability analy-
sis. The report 7628 aims to ensure trustable and reliable
communications for the automated energy management
in the smart grid.
8. FREEDM communication testbed

The Future Renewable Electric Energy Delivery and
Management (FREEDM) Systems Center, headquartered
on the Centennial Campus of North Carolina State Univer-
sity, is one of the largest research centers funded by the
National Science Foundation for the next generation elec-
tric power system research and development. The FREEDM
center aims to prototype a small scale smart grid with all
the fundamental function support for intelligent energy
and fault management. The prototype energy system will
include a number of electric equipments, such as trans-
formers, circuit breakers and solar panels, and different
power transmission topologies. Communications among
distributed electric devices are implemented through a
dedicated data network with interface to each electric
device. The communication testbed used in the FREEDM
center targets two research objectives: (i) functional
demonstration of real-time power system monitoring and
control and (ii) network performance and security enforce-
ment through protocol design and experiment.
8.1. Network functional demonstration

A DNP3 standard compliant protocol suite has been
implemented to demonstrate management automation in
an electric substation. At this prototyping stage, an exam-
ple substation model is constructed using the Real Time
Digital Simulator (RTDS). The substation model simulates
a number of interconnected electric equipments and out-
puts real time equipment states. The communications be-
tween each simulated equipment and the control station
are implemented as a master–slave paradigm. The DNP3
protocol running at the RTDS is the slave and the protocol
running at the control station is the master. The demon-
stration setup is illustrated in Fig. 12.

The control station requests equipment states periodi-
cally for real time monitoring. The requests are processed
by the DNP3 protocol and sent into the local network con-
necting the RTDS and the control station. The DNP3 proto-
col running at the RTDS samples the equipment states
accordingly and sends back the sampled values to the con-
trol station. In addition to state polling, in which the RTDS
replies to the control station, the RTDS can also send unso-
licited state samples to the control station. When system
configuration needs to be changed in the simulated substa-
tion, the control station sends control commands remotely.
For example, the control station can open or close a circuit
breaker in RTDS through the communication network.

DNP3 implements the basic networking functions for
automated management in a substation, but it does not
guarantee that the communication performance meets
the substation control requirements. The DNP3 standard
does not specify important network performance issues,
such as communication delay, criticality and security.
Therefore, the implementation of IEC 61850 protocol suite
is ongoing at the FREEDM center, which expects improved
communication performance in the next demonstration
phase.

8.2. Network performance and security

A communication testbed has also been set up in the
FREEDM center to evaluate the delay performance in an
emulated substation network, as illustrated in Fig. 13. In
a substation, each electric device is attached with a con-
troller board, which is an embedded system that samples
the analog states from the electric device, converts them
into digital forms, and communicates the digital measure-
ments to the remote master station. In the reverse commu-
nication direction, the controller board receives commands
issued by the master station through the network, converts
digital signals to analog values, and changes the device
configurations accordingly. Depending on the hardware
implementation, the controller board can be either a single
embedded system that integrates both the controlling and
the communication functions or one controlling system
and one communication system that are connected
through a point-to-point data exchange link. The latter ap-
proach is used in the testbed of FREEDM center. Specifi-
cally, a SST controller is used for a solid state transformer
and a solar panel controller is used for a solar panel. As
the AMR already integrates the controlling functions, the
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AMR is connected to the communication system directly.
The communication system is implemented on a Techno-
logic Systems TS7250 embedded computer with 200 MHz
ARM-9 CPU and 64 MB memory. The communication sys-
tem accesses the network through Ethernet, WiFi or Zig-
Bee, which is connected to the master station through an
Ethernet.

The communication performance of the emulated sub-
station network is tested between the communication sys-
tem (ARM board) and the master station in three scenarios.
In the first scenario, the ARM board communicates with
the master station using DNP3 protocol. In the second sce-
nario, the ARM board and the master station are installed
with the GOOSE/SMV subset of IEC 61850 protocol imple-
mentation. The GOOSE/SMV protocol defines a fast com-
munication mechanism to meet the delay requirement of
time critical messages. In the third scenario, GOOSE/SMV
messages are authenticated by using three algorithms:
RSA [113], HORS [114,115] and HMAC [116,117].

Experiments show that DNP3 may or may not meet the
3 ms delay requirement of the most time critical messages.
In the two operational modes specified in DNP3, the event-
driven mode has shorter delay than the non-event-driven
mode, because the event-driven mode sends a message
immediately after event occurrence rather than wait until
the next poll. However, as all the DNP3 messages are pro-
cessed through TCP/UDP/IP network layers, DNP3 mes-
sages experience significant amount of CPU scheduling
delays. The average DNP3 message delay observed in the
experiments is 1 ms in the event-driven mode and at least
20 ms in the non-event-driven mode. In contrast, the
GOOSE/SMV messages experience 0.3–0.4 ms delay under
the same test conditions as DNP3. All the GOOSE/SMV
messages are sent as event-driven and encapsulated into
Ethernet frames directly, so they are faster than DNP3 mes-
sages. The authentication procedure incurs extra delays to
the GOOSE/SMV messages. Experiments show that RSA in-
volves the most complicated computations and the mes-
sage delay may not meet the 3 millisecond requirement
for the time critical messages. The authentication algo-
rithms HORS and HMAC have less computational delays
and they can be used on the most time critical messages.
9. Conclusion

The next generation electric power system is expected
to alleviate the energy shortage problem by exploiting
renewable energy resources. The new system is fundamen-
tally different from the current system in energy manage-
ment. Communication network will be an indispensible
component in the new power system for effective energy
management. In this survey, we have characterized and
presented the communication network architectures, per-
formance requirements and research challenges for intelli-
gent power system management. We have made several
key observations. First, as the energy suppliers and custom-
ers are located distributively, the communication network
will assume a hybrid structure with core networks and
many edge networks that connect all the suppliers and cus-
tomers. Second, communication delay is the most critical
network performance metric. To protect the power system
effectively, the communication network must guarantee
correct message delivery within the required time window.
Third, communication reliability and security must be pro-
visioned with the delay constraint. Reliability and security
are thus very challenging problems in the communication
network. Fourth, preliminary experiments indicate that a
communication network must be planned carefully in or-
der to meet the performance requirement in energy man-
agement. Our survey summarizes the current research
status on communication networks in the next generation
power systems. Many research efforts are still required be-
fore the communication infrastructure can be implemented
for intelligent energy management.
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