
Computer Networks 55 (2011) 2608–2621
Contents lists available at ScienceDirect

Computer Networks

journal homepage: www.elsevier .com/locate /comnet
Toward robust multi-hop data forwarding in large scale wireless networks

Fei Xing a,⇑, Wenye Wang b

a Wireless Networking Business Unit, Cisco Systems, San Jose, CA 95134, United States
b Dept. of Computer and Electric Engineering, North Carolina State University, Raleigh, NC 27606, United States

a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 September 2010
Received in revised form 15 April 2011
Accepted 22 April 2011
Available online 14 May 2011
Responsible Editor: J.C. de Oliveira

Keywords:
Multi-hop routing
Network robustness
Wireless networks
Performance evaluation
1389-1286/$ - see front matter � 2011 Elsevier B.V
doi:10.1016/j.comnet.2011.04.014

⇑ Corresponding author. Tel.: +1 4088535356.
E-mail addresses: fexing@cisco.com (F. Xing), w

Wang).
Design of robust network topology is an essential issue in large-scale multi-hop wireless net-
works since data packets are forwarded through intermediate nodes between source and
destination, especially in the presence of non-cooperative nodes. Traditionally, topology
design aims at generating network topology with high node degree, maximum throughput,
and mitigation of malicious attacks. In this paper, we formulate a novel topology control
problem as achieving optimal topology which maximizes network robustness against data
forwarding distortion (DFD) in which a relay node may be compliant in route discovery,
but drop or delay packets as non-cooperative nodes. Such node misbehavior can degrade net-
work performance dramatically, without being detected by routing protocols and counter-
measures. Therefore, we propose to design a network topology and data forwarding
algorithms, namely PROACtive, in order to distribute data packets among cooperative nodes
only, subject to k-connectivity constraint. Through analysis and simulations, we show that
there exists a trade-off between achieving network robustness and k-connected with high
probability (w.h.p.). By using distributed measurement schemes, data packets can be for-
warded with low message complexity H(N), and improves network goodput significantly
in different network scenarios.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction which may have owned the cryptographic keys, a few of
Successful data forwarding is critical to wireless multi-
hop networks and is highly dependent on route discovery
and path establishment in a reliable network. However,
recent literature have shown that multi-hop path selections
can be hindered by various node misbehavior [1–5], which
means that wireless nodes, as autonomous entities, may be-
have non-cooperatively in routing. Fortunately, crypto-
graphic-based schemes can protect malicious attackers to
tamper with un-compromised routes, even though they
may introduce routing loops, gray holes, or redirect routs
[1]. Moreover, a selfish node may refuse to forward route re-
quest or reply messages for other nodes for the sake of sav-
ing its own energy [2]. Since purely cryptographic
countermeasures are not effective against selfish members
. All rights reserved.
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credit-based schemes, e.g., [3,4], were proposed to stimulate
selfish nodes to forward routing packets for others. Never-
theless, the non-cooperative nodes may try to hide their
misbehavior under protocol-compliant route discovery
and establishment. For example, malicious nodes launching
Jellyfish (or Blackhole) attacks may conform to all routing
procedures but reorder, delay, or drop packets once they
are en-route, as studied in [5], which reduce network perfor-
mance as well as induce network partitions.

In this paper, we aim to design network topology that is
robust against aforementioned routing-compliant misbe-
havior, that is, malicious nodes generate and forward all
control packets (e.g., RREQ and RREP in DSR or AODV) as de-
fined by the routing protocol but drop all or just partial data
packets to be forwarded. These misbehavior will be referred
to as the data forwarding distortion (DFD) in the following
context in that they cannot deliver data successfully by dis-
torted operation. It is worthy noting that in the presence of
DFD, paths can still be established, yet they may be useless
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for data delivery if any intermediate node en-route behaves
non-cooperatively in forwarding others’ packets. In addi-
tion, if a misbehaving node launches Blackhole-alike attacks
it may claim it is in the shortest or optimal path to the des-
tination so that it can be included in new routes and thus fail
re-route attemps. Clearly, secure routing protocols cannot
answer the challenge imposed by DFD attacks since mali-
cious nodes are all routing-compliant and can own crypto-
graphic keys as well. Further, the limitations of existing
credit-based solutions make them difficult to find a wide-
spread acceptance in addressing DFD attacks. For example,
the scheme proposed in [3] assumes a special temper-proof
hardware, which could be costly for some terminal mobile
devices; and the centralized security authority used in [4]
can increase the complexity in the deployment and manage-
ment of wireless networks.

Intuitively, we can mitigate the impact of DFD by pre-
venting non-cooperative nodes from participating in rout-
ing based on reputation systems [2,6,7], where a system
analyzes local and third-party data and rates each node.
Nevertheless, quite a few challenges remain unsolved. For
example, how to differentiate throughput decrease due to
non-cooperative nodes from those resulting from network
congestion and heavy traffic load [5], and how to quantify
the cooperativity of individual nodes, as well as determining
detection threshold for non-cooperative nodes. More
importantly, network connectivity has been largely over-
looked in previous reputation schemes, which is, however,
a critical factor to sustain network performance. Therefore,
the DFD problem remains an open and challenging problem
for the design of robust wireless multi-hop networks. Moti-
vated by the challenges aforementioned, we approach the
DFD problem from the perspective of constructing a routing
topology. More specifically, we strive to design a protocol-
compliant misbehavior robust network, such that network
operations on both control and data planes are distributed
only between cooperative nodes and the network is k-con-
nected1 with high probability (w.h.p.) (e.g., >0.9).

Therefore, we first define a new metric called robust space
to measure the maximum number of non-cooperative nodes
that a network can sustain under the constraint that the net-
work is k-connected with a certain probability. In other
words, the problems we are solving are (1) given a random
geometric graph with N nodes, how many non-cooperative
nodes can be chosen while still providing k-connectivity
with a given probability? (2) given the robustness space of
a network, what are the conditions for a network topology
such that k-connectivity can be satisfied under the limit of
robust space? (3) given a network, how to design a network
protocol that can discern non-cooperative nodes and maxi-
mize robust space such that a network is robust against non-
cooperative nodes with DFD. As a result, the union of all
cooperative neighbor sets forms a network topology which
satisfies the connectivity requirement and maximizes the
robust space. With the generated topology, the routing pro-
tocol can prevent non-cooperative nodes from participating
in data relays by distributing control packets only among
1 The rigorous definition of k-connectivity is given in Section 2.2. Readers
can also refer to [8](Chapter III.2 page 73) for details.
cooperative neighborhoods. Finally, our simulation results
validate that after applying routing protocols (e.g., AODV)
on the topology generated by the PROACtive protocol, the
network goodput can be improved significantly in different
network scenarios.

The rest of the paper is organized as follows. In Section 2,
we describe system models and definitions. In Section 3, we
present theoretical upper bound of number of non-coopera-
tive nodes in a given network and identify conditions for ro-
bust network topology. In Section 4, we introduce the node
cooperativity measurement scheme, which is a preceding
step in the design of our protocol. In Section 5, we provide
the design details of the PROACtive protocol. In Section 6,
we evaluate the efficiency of our solution by simulations
and compare with other solutions. Finally, conclusions are
given in Section 7.
2. Network model and definitions

In this section, we present the network model, concept
of robust space, and describe our design goal.
2.1. Network model

In this paper, we consider a wireless multi-hop network
of N mobile nodes with the same transmission radius r. Let
N ¼ fX1;X2; . . . ;XNg be independently and identically dis-
tributed (i.i.d.) random variables with uniform distribution
over a 2-dimensional square with area A, where Xi

(1 6 i 6 N) denotes the random location of node i. Then we
can model wireless multi-hop networks by random geomet-
ric graphs GN ;r [9], where N denotes the vertex (node) set
with jN j ¼ N and an edge exists between vertexes (nodes)
i and j only if their Euclidean distance is no greater than r.

We consider in a network in which every node may be
cooperative with probability pC or non-cooperative with
probability pN at any time, which implies that pC + pN = 1.
Cooperative nodes not only comply all routing rules but also
relay all data packets for others at the best effort; while non-
cooperative nodes launch the DFD attacks, i.e., they ran-
domly drop data packets to be forwarded, though they are
compliant to all rules in the route discovery. Further, we as-
sume that the networking behavior of every node has no
correlation with each other; in other words, the collusion
of non-cooperative nodes is not considered in this paper.
Note that this assumption has been implicitly used in other
papers on reputation mechanisms as well [2,6,7]. With
above assumptions, we can apply the original random geo-
metric graph model with a Bernoulli node model in which
an arbitrary node is non-cooperative with probability pN

and cooperative with probability pC = 1 � PN. Due to the
ergodicity of our model, we know that at a given time, the
number of non-cooperative nodes, denoted by Nn, can be
approximated by pN � N statistically as N is sufficiently large.

It is noticed that few mechanisms have been proposed
to cope with the colluding misbehavior at the MAC layer
(e.g., [10,11]; nevertheless, little study has been done to
tackle the colluding DFD attacks on the network layer.
Although we assume the independence of the behaviors
of individual nodes to make our analysis tractable, we will
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discuss the potential of our PROACtive protocol to mitigate
the impact of colluding DFD attacks later.

2.2. Definitions

Non-cooperative nodes with DFD can hinder the commu-
nications between cooperative nodes even if the network is
physically connected. Nevertheless, simply excluding non-
cooperative with no consideration of network connectivity,
as proposed by current reputation-based solutions, may
even result in network partitions which can further degrade
network performance. Therefore, we intend to find a net-
work subject to k-connected topology which may be prefer-
able for more reliable communications.

Let X be the sample space consisting of all the possible
topologies G of a network. From graph theory, we know that
a graph G is k-connected if it has at least k + 2 vertices and no
set of k � 1 vertices separates it. Further, the connectivity of
a graph G, denoted by j(G), is the maximal value of k such
that G is k-connected [8](Chapter III.2 page 73). Note that
the connectivity is usually referred to as vertex-connectiv-
ity, as used in this paper. Considering a multi-hop wireless
is a dynamic system because wireless devices may be pow-
ered on and off, as well as node mobility, the connectivity of
such a network can be treated as a random variable defined
on X and the probabilistic k-connectivity of a network can
be defined by Pr({G 2X : j(G) = k}), or simply Pr(j(G) = k),
for G as the geometric random graph model of the network.
With above notations, we define the robust space as below.

Definition 1. Given a wireless multi-hop network, let its
topology be represented by a random geometric graph GN ;r .
For a connectivity preference 0 < w0 < 1, the robust space,
which is the maximum number of non-cooperative nodes
can be accommodated in GN ;r such that the probability of
GN ;r being k-connected is no less than w0, defined as follows

Kðw0;GN ;rÞ , maxfNn : PrðjðGN ;rÞ ¼ kÞP w0g; ð1Þ
where Nn denotes the number of non-cooperative nodes. In
the succeeding sections, we also use N�n to substitute
Kðw0;GN ;rÞ to make statements or calculations concise.

To achieve robust data forwarding in a multi-hop wire-
less network, our objective is to find an optimal network
topology over which data can be forwarded successfully
by minimizing the impact of DFD induced by non-coopera-
tive nodes.

Definition 2. Given a physically k-connected wireless
multi-hop network represented by GN ;r , design a topology
G0 such that as many as non-cooperative nodes can be
excluded from G0 subject to a probabilistic k-connectivity
0 < w0 ? 1. More specifically, the G0 should fulfill the
following requirements:

PrðjðG0Þ ¼ kÞP w0 and G0 ¼ argmax
all G�

Kðw0;G
�Þ; ð2Þ

where G� is any subgraph of GN ;r in which the vertex set is a
subset of N .

Our approach takes three steps. First, we need to find
the sufficient or necessary condition for asymptotic k-con-
nectivity so that the topology can satisfy the connectivity
requirement. Moreover, we need to know the theoretical
bound on robust space in order to determine how many
non-cooperative nodes can be excluded from the topology
under a connectivity constraint. Second, we need to mea-
sure node behavior dynamics quantitatively such that we
can differentiate non-cooperative nodes from cooperative
ones. Third, we need to design a distributed and localized
protocol which results in an optimal topology to be robust
against DFD. In the next section, we conduct a theoretical
analysis to complete the first step aforementioned.

3. Toward robust network topology with k-connectivity

In this section, we focus on two issues. First, given a
random geometric graph with N nodes, how many non-
cooperative nodes can be chosen while providing k-con-
nectivity w.h.p.? Second, given the robustness space of a
network, what are the properties or conditions for a net-
work topology such that k-connectivity can be satisfied un-
der the limit of robust space?

3.1. Probabilistic k-connectivity

The connectivity issue has been studied extensively
recently [12–18]. For example, a critical transmission radius
rc is provided in [17] for k-connectivity as kpr2

c ¼
log N þ ð2k� 3Þ log log N þ f ðNÞ, where k is the node density
and f(N) is an increasing function in N (lim N?1f(N) = +1).
This result provides a sufficient and necessary condition
for a network to be k-connected and is very useful in topol-
ogy design. Nevertheless, it is not applicable in real imple-
mentations since the global information, such as the
network size N and node density k, is normally unknown
to individual nodes in a distributed system like large-scale
wireless multi-hop network.

Alternatively, a powerful result on the probabilistic
k-connectivity was proved by Penrose [12] that a geomet-
ric random graph G becomes k-connected when its mini-
mum vertex degree, denoted by d(G), becomes k w.h.p. as
N goes to infinity, for any positive integer k [19, Theorem
6.1.2]. In particular, it is shown that.

Lemma 1 [13, Theorem 3]. For a graph GN ;r ,
PrðjðGN ;rÞ ¼ kÞ � PrðdðGN ;rÞP kÞ; ð3Þ

when N� 1 and PrðdðGN ;rÞP kÞ ! 1.

This result has been verified by extensive simulations in
[13,14,16], and [18]. Especially, it was shown in [14] that
Eq. (3) holds even if N is in the order of 50 only and
Pr(d(G) P k) is not close to one.

However, in a multi-hop network nodes may be isolated
logically from the network even if they have active neigh-
bors. In other words, whether a node can establish reliable
connections to other nodes depends on whether the node
has cooperative adjacent nodes that operate normally on
both control and data planes. Let Dc(x) be the number of
cooperative adjacent nodes of node x, called the coopera-
tive degree of x, we define hðGN ;rÞ (or simply h(G)) as the
minimum cooperative degree of a graph GN ;r , i.e.,
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h(G) ,min{Dc(x),"x 2 G}. Based on the above observation
and Lemma 1, we have.

Lemma 2. For a wireless multi-hop network represented by
GN ;r , let l be the average number of nodes in a node’s
transmission range. Suppose N� 1, then for any positive
integer k P 1,

PrðjðGN ;rÞ ¼ kÞ � PrðhðGN ;rÞP kÞ

P 1� N
Cðk;l � pCÞÞ

CðkÞ

� �
; ð4Þ

where C(h) = (h � 1)! and Cðh; xÞ ¼ ðh� 1Þ!e�xPh�1
i¼0 xi=i! are

the complete and incomplete Gamma functions, respectively.
To understand the first approximation, we consider the

fact that when N is sufficiently large, the uniform node dis-
tribution of the random geometric graph GN ;r can be gov-
erned by a homogeneous Poisson point process with
density k = N/A. The second condition can be obtained by
applying results in [Equation (40)] [16]. The modification
is that the distribution of cooperative nodes also follows
a homogeneous Poisson point process. As a result, accord-
ing to the Thinning theorem [Theorem 9.15] [9], cooperative
nodes can induce a new random geometric graph with the
minimum (cooperative) degree as h(G) and node density is
l � pC, where pC is the cooperative probability for a given
node.

Further, when Pr(Dc < k) = o(1/N), i.e., N � Pr(Dc < k) ? 0,
we have the following approximation

1� N
Cðk;l � pCÞÞ

CðkÞ

� �
� 1� Cðk;l � pCÞÞ

CðkÞ

� �N

: ð5Þ

When pC = 1, which means all nodes are assumed to be
cooperative, the right hand side of (5) devolves into the
special case reported in [13, Theorem 3].

Remark 1. Lemma 2 implies that the necessary condition
for a network to be k-connected is that every node should
have at least k cooperative adjacent nodes. Thus, (4)
provides us a useful tool to design a k-connected topology
w.h.p. in a localized and distributed algorithm (presented
in Section 5). In addition, from (4), we know that
Pr(j(G) = k) is a decreasing function in pN = 1 � pC, which
implies that the more non-cooperative nodes a network
has, the harder for the network to keep its topology k-
connected w.h.p.. Next, we move onto the analysis of
maximum non-cooperative nodes.
3.2. Analysis of robust space

Recall that in Definition 1 the robust space K(w0,G) of a
(topology) graph G is defined as the maximum number of
non-cooperative nodes that G can sustain with Pr(j
(G) = k) P w0 By utilizing the lower bound of Pr(j(G) = k)
in (4), we derive N�n in three cases: k = 1, k = 2, and k P 3.
The main results are shown as follows.

Case-1: k = 1. By solving Pr(j(G) = k) P w0, we have

N�n ¼ N 1� 1
l

ln
N

1� w0

� �� �� �
: ð6Þ
Case-2: k = 2. From Pr(j(G) = k) P w0, we have

� 1þ l 1� N�n
N

� �� �
� e�ð1þl 1�

N�n
N

� �
Þ ¼ � 1� w0

N

� �
e�1: ð7Þ

To solve N�n from above equality, we refer to Lambert W
function [20], which is the function satisfyingWðzÞeWðzÞ ¼ z.

The branch satisfying �1 6WðzÞ is denoted by W0ðzÞ,
while the branch satisfying WðzÞ 6 �1 is denoted by
W�1ðzÞ. By using W�1ðzÞ, we have N�n solved as:

N�n ¼ N 1þ 1
l
W�1 �e�1 1� w0

N

� �� �
þ 1

� �� �� �
: ð8Þ

Case-3: k P 3. Let z ¼ 1�w0
N and x ¼ l 1� N�n

N

� 	
, then we use a

transcendental equation as

e�x 1þ xþ x2
2
þ � � � þ xk�1

ðk� 1Þ!

� �
¼ z; ð9Þ

which is, however, cannot be solved by trivial solutions [21].
Thus we use a heuristic algorithm, summarized in Algo-
rithm 1, to find the approximate value of N�n. The heuristic
algorithm can be used to find N�n for k = 1 and k = 2 as well.

Algorithm 1: Calculate N�n for k P 3

Input: N, l, k, w0

1: W :¼ 1, Nn :¼ 10
2: while (Nn < N AND W > w0) do
3: pC ¼ N�Nn

N

4: W :¼ 1� N Cðk;l�pC ÞÞ
CðkÞ

� 	
5: Nn :¼ Nn + 1
6: end while
7: return N�n :¼ Nn

From results in (6), (8), and Algorithm 1, we find that

the robust space K(w0,G) is a function of N, l, k, and w0.
In particular, for dynamic networks, we have an interesting
observation that the robust space of a network can be im-
proved by excluding some non-cooperative nodes. More
precisely, given a network modeled by GN ;r , let G0N ;r and
G00N ;r be two topologies built upon G with N0n < N00n non-
cooperative nodes, respectively, then we have K(w0,G0) >
K(w0,G00). Therefore, we have.

Lemma 3. Given a network modeled by GN ;r , let N c be the
set of cooperative nodes in G with Nc ¼ jN cj. Let the topology
containing all cooperative nodes only be denoted by G�N c ;r , and
let G0N 0 ;r denote any topology containing N0n > 0 non-cooper-
ative nodes and Nc cooperative nodes, that is, jN 0j ¼ Ncþ
N0n 6 N. Then K(w0,G�) > K(w0,G0) holds for any 0 < w0 < 1
and k = 1.
Proof. When k = 1, by (6) and (1), we have

Kðw0;G
�Þ ¼ Nc 1� 1

l1
ln

Nc

1� w0

� �� �
;

Kðw0;G
0Þ ¼ ðNc þ N0nÞ 1� 1

l2
ln

Nc þ N0n
1� w0

� �� �
� N0n;

where l1 ¼ Nc � pr2

A and l2 ¼ ðNc þ N0nÞ � pr2

A and A is the area
of the network. Consequently,
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Kðw0;G
0Þ �Kðw0;G

�Þ ¼ Nc

l1
ln

Nc

1�w0

� �
�Nc þN0n

l2
ln

Nc þN0n
1�w0

� �

¼ A
pr2

� �
� ln

Nc

1�w0

� �
� ln

Nc þN0n
1�w0

� �� �

¼ A
pr2

� �
ln

Nc

Nc þNn0

� �
< 0:

This completes the proof. h

While we provide rigorous proof for the case of k = 1,
similar proof can be done by using (8) for k = 2. Further,
the same observation can be validated for k P 3 by nu-
meric simulations using Algorithm 1.

Remark 2. The result of Lemma 3 implies that the robust
space can be maximized when the generated topology
contains only and all cooperative nodes of the original
network. This finding also provides a new insight on the
trade-off between eliminating non-cooperative nodes and
connectivity constraint.
3.3. Properties of robust network topology

Toward the design of robust network against DFD, we
have the following observations on the essential properties
of an optimal topology.

Proposition 1. Given a network GN ;r , if a topology graph G�

built upon G has the following properties,

1. every node in G� has at least k cooperative neighbors,
2. the average node degree of G�, denoted by l(G�), should

at least scale with logN, and
3. G� containsall and only cooperative nodes of G,

then G� is optimal in the sense of achieving the require-
ments in (2).
Proof (Sketch). The first property follows from Lemma 2
directly. The second property is due to the fact that (6)
implies l > lnð N

1�w0
Þ, otherwise N�n < 0 and Pr(j(G) = k) < w0

even if G does not have any misbehaving nodes. This
requirement on the node degree (for asymptotic connectiv-
ity) has been revealed in the literature (e.g., [17,15,22]). Fol-
lowing from Lemma 3, the third property then satisfies the
robust space maximization requirement. h

Therefore, we have identified the properties of an opti-
mal topology in terms of a network being robust against
DFD subject to a connectivity constraint. Consequently, it
is not difficult to design such a network by the following
heuristic algorithm.

Algorithm 2: Generate the optimal robust topology

Input: a network GN ;r , k, and w0

Output:the optimal robust topology G�

1: Calculate N�n by using (6), (8), or Algorithm 1
2: repeat
3: Remove a non-cooperative node; count + +
4: until (count P N�n)
5: Adjust r so that h(G�) > k and l(G�) = logN
Nevertheless, Algorithm 2 can hardly be implemented

in a real network since there is no such a centralized entity
to make transmission range assignments and compute pre-
cise robust space, and no deterministic criteria to find non-
cooperative nodes. Therefore, we need to design a distrib-
uted and localized protocol such that every node can select
cooperative adjacent nodes as its neighbors toward robust
data forwarding. A preceding step in the design our net-
working protocol, is to differentiate non-cooperative nodes
from cooperative ones. For clarity, we describe measure-
ment schemes in the next section and focus on the protocol
details in Section 5.

4. Cooperativity measurement scheme

From earlier discussions, we have found that an optimal
robust network should exclude all non-cooperative nodes.
Therefore, an essential problem is how to differentiate
such nodes from cooperative nodes in a distributed man-
ner. In this section, we propose a simple yet effective
scheme which uses promiscuous mode and close-loop feed-
back techniques to quantify node cooperativity.

4.1. Node cooperativity definition

A common characteristic of non-cooperative operation
on the data plane, including unsuccessful data forwarding,
is dropping transient packets, no matter whether non-
cooperative nodes comply with the rule on the control
plane or not. This observation implies that for a node x,
we can use x’s packet drop ratio to examine whether x
is actively forwarding packets for others. Let c(x) denote
x’s cooperativity, nfwd(x) and ndrp(x) denote the numbers
of packets forwarded and dropped, respectively, then we
can define c(x) as:

cðxÞ ¼ 1� ndrpðxÞ
nfwdðxÞ

: ð10Þ

One may argue that this definition can induce high false
positives since cooperative nodes may also have high drop
ratio due to various reasons. For example, if a cooperative
node has too many neighbors, the chances of collisions or
interferences are usually high, which may result in unsuc-
cessful transmissions and dropped packets. If a cooperative
node is overloaded, it may not be able to respond to newly
incoming packets. In addition, packet losses can be caused
by node mobility, network congestion, and even high bit
error rate (BER) as well. Nevertheless, we find that the
cooperative definition is more meaningful in this case,
since a node with high drop ratio is not helpful to others
even if it intends to be ‘‘cooperative’’.

It is worthy of pointing out that although all nodes are
assumed to be randomly, independent, with non-coopera-
tive probability pN, the impact of being non-cooperative
may not be the same. In particular, different DFD attackers
can use various dropping rates based on different scenar-
ios, e.g., they can drop more packets when BER is high.
Thus, the definition of per-node cooperativity is quite
adaptive to dynamic cooperativity of individual nodes.
Also, the proposed cooperativity measurement scheme

orks 55 (2011) 2608–2621
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does not differentiate the causes for dropped data. It, how-
ever, is able to capture a node’s data forwarding capacity
resulting from a wide variety of causes, such as non-coop-
erative behaviors, congestion, collisions, or high BER.

4.2. Technique I: promiscuous mode

The first technique to measure the cooperativity is the
promiscuous mode, which has been used [2,6] to detect
node misbehavior. When a wireless card operates in the
promiscuous mode, it is able to monitor ongoing transmis-
sions in its neighborhood since the MAC layer can pass all
received traffic to the network layer rather than just pack-
ets addressed to itself. We use an example in Fig. 1 to illus-
trate the basic idea. Here every time node s requests an
adjacent node x to forward a packet to another node, say
t, s increases a counter nfwd(x) by 1. If s cannot overhear
x’s forwarding, it increases another counter ndrp(x) by 1.
By this way, a node measures its adjacent nodes by its
‘‘own experiences’’, similar to the Watchdog [2].

An extension to this solution is to let nodes measure their
adjacent nodes’ behaviors even if they are not en-route to
forward the packets. For instance, if one of s’s adjacent
nodes, u, requires x to forward packets, s can record x’s
behavior as well, which is called s’s ‘‘direct observations’’.
Based on the measurements from both own experience
and direct observation, s can compute c(x) by (10).
Although this technique is simple and efficient, it may in-
duce inaccurate estimations. Here are two typical examples.

� Case-1: In Fig. 1 node s hears x’s forwarding but the data
packet is not received by t successfully, which can be
caused by either transmission collision at t or insuffi-
cient transmission power of x. In this case, the calcu-
lated c(x) is overestimated.
� Case-2: If s is receiving while x is forwarding, then there

may be a collision at s. In this case, even the forwarded
data packet is received successfully by t, node s may not
hear this forwarding due to the collision. Consequently,
node s can mistakenly increase ndrp(x) by 1 so that c(x)
is underestimated.

To improve the accuracy of cooperativity measurement,
we introduce a close-loop feedback technique next.

4.3. Technique II: two-hop-away feedback

The idea of close-loop feedback is using a two-hop-away
ACK message as the feedback to indicate the success of for-
warding. As illustrated in Fig. 2, when s sends a packet to
x, it piggybacks a feedback request in the packet to ask
any downstream node of x to send back an ACK. If s re-
ceives the ACK before a timeout, s considers x having suc-
cessfully forwarded the packet; otherwise, x fails to do so.
The technique does not necessary require an end-to-end
s
t

u

ω

Fig. 1. Technique I: promiscuous mode.
feedback; instead, every node en-route can use the method
to monitor the behavior of its next hop as long as the ACK
is from at least two-hop away.

Note that when the aforementioned promiscuous mode
is used simultaneously, node s can measure x’s behavior
by listening to all feedback requests and ACKs passing
through x, which further increases the measurement
accuracy. Nevertheless, it is worthy of pointing out that
the accuracy brought by this technique is at the cost of ex-
tra communication overhead due to ACK messages. For
example, let H be the number of nodes en-route that re-
quest two-hop away ACKs, qack be the frequency of
requesting feedback (0 6 qack 6 1), then there will be
H � qack ACKs to be sent in average for every (end-to-end)
data packet delivery. To reduce this overhead, the feedback
frequency qack can be set to a small value, e.g., 10%, so that
the number of ACKs (H � qack) is no much greater than the
number of data packets delivered. When H � qack � 1, then
the communication overhead induced by sending ACKs
will be merely similar to that for TCP connections. Another
advantage of using a low feedback frequency qack is that it
may help to avoid potential false accusations caused by
ACKs with TTL = 1. For example, if s relies on two-hop ACKs
only and u sends ACKs with TTL = 1, as shown in Fig. 2, then
x will be falsely accused by its legitimate operation of
stopping to forward the ACKs. An evaluation on the com-
munication overhead will be reported in Section 6.

4.4. Discussion

There are several possible factors that may be resulted
from either promiscuous mode and two-hop-away feedback
techniques.

� Inconsistent measurements: Note that different nodes
may obtain different measurements to a same node
because the traffic passing through the node may not
be overheard by all its neighbors and measurements
are not shared between each other in our scheme. Nev-
ertheless, the effect of this discrepancy is constrained
locally and does not affect cooperativity calculations
and neighbor selections for the entire network.
� Asymmetric measurements: It is also very likely that a

node x finds one neighboring node x0 non-cooperative,
while x0 considers x cooperative based on their
measurements. In this case, random geometric graph
may be asymmetric. However, the ultimate goal of each
node is to find its own cooperative neighbors to suc-
cessfully forwarding packets. Therefore, such asymmet-
ric links cannot affect the selection of forwarding nodes.
� Colluding attacks: The promiscuous method collects

information only from a node’s own experiences and
direct observations, which is different from the Watchdog
and ALARM [2,6]. Thus, although our method still has
some inherited drawbacks listed above, it is robust to
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colluding DFD attackers in the sense that the collusion of
multiple DFD attackers will not impact the cooperativity
measurement. However, the two-hop feedback method
is not robust to the collusion of multiple DFD attackers,
though it provides better accuracy. For example, if both
x and u are misbehaving nodes in collusion, u may gen-
erate faked ACKs for x to send back to s. In this case, we
can extend our two-hop feedback to a more robust ran-
dom-hop feedback scheme, in which a feedback is
requested from a random-hop away downstream node
and the hop number is randomly chosen by the sender.
This randomness can mitigate the impact of colluding
misbehavior; while the treatment to more sophisticated
colluding attacks is out of the scope of this paper.

5. PROACtive protocol design

To achieve robust data forwarding, we need to deter-
mine the maximum number of non-cooperative nodes
can be sustained in a network (Section 3), to identify
non-cooperative nodes (Section 4), and to design a net-
work protocol for implementation. Here we present a
new protocol called PROACtive to enhance the network
robustness against protocol-compliant attacks, such as
DFD. The basic idea of the PROACtive protocol is to allow
every node to select adjacent nodes with high cooperativ-
ity as their cooperative neighbors [23]. Moreover, to satisfy
the connectivity constraint, every node should select at
least k neighbors; while to maximize the robust space,
every node should exclude non-cooperative nodes from
its neighbor set. As a result, the union of cooperative neigh-
bor sets will generate a robust topology.

Before presenting the details, it is worthy noting imple-
mentation requirements for our design: (a) the protocol
should be fully distributed and the topology formation
should use every node’s local information only; (b) the pro-
tocol should preserve the connectivity of generated topology
w.h.p. (P0.9) if the underlying network is physically
k-connected; (c) the protocol should avoid exclusion of
cooperative nodes, called false positive, and inclusion of
non-cooperative, called false negative; (d) the protocol
should be light-weight in the computation and communi-
cation complexity and have a bounded convergence time;
(e) the protocol should be interoperable with routing proto-
cols for a graceful performance degradation.

Now we are elaborate how cooperative neighbors are
selected by using both unicast algorithm (PRO-UNI) and
broadcast algorithm (PRO-BRO).

5.1. Neighbor selection by unicast: PRO-UNI

In the PRO-UNI algorithm, neighbor selections are com-
pleted by exchanging the Neighbor Request (Ngbr-Rqst) and
Neighbor Reply (Ngbr-Rply) messages. nodes. Let Adj(x) and
Ngbr(x) denote the sets of adjacent nodes and cooperative
neighbors of node x, respectively. Adj(x) can be obtained
by exchanging similar HELLO messages defined in [24];
while Ngbr(x) is empty initially and constructed during
neighbor selections.

At first, node x measures its adjacent nodes’ cooperativ-
ity, and selects the node with the highest cooperativity, say
x0, from Adj(x) as a potential neighbor. Thenx sends a Ngbr-

Rqst to x0, telling that it intends to add x0 to its neighbor set.
If x receives a Ngbr-Rply from x0, then x adds x0 into
Ngbr(x); otherwise, x queries another adjacent node with
the next highest cooperativity. Node x will continue inqui-
ries until it receives k Ngbr-Rplys, which guarantees x with
at least k neighbors. Algorithm 3 summarizes the procedure.

Algorithm 3: Procedure of querying potential
neighbors

Input: k, node x, and Adj(x)
Output: Ngbr(x)
1: Initiate Ngbr(x) :¼ ;,

create a temp set Tmp(x) :¼ ;, create a counter
nRplyRcvd :¼ 0

2: "x0 2 Adj(x), Measure c(x0)
3: while (nRplyRcvd < k AND Tmp(x) – Adj(x))

do
4: If c(x0) = max{c(u) : u 2 Adj(x) � Tmp(x)}
5: Send Ngbr-Rqst to x0

6: Tmp(x) :¼ Tmp(x) + x0

7: if (Receive Ngbr-Rply from x0) then
8: Ngbr(x) :¼ Ngbr(x) + x0

9: nRplyRcvd :¼ nRplyRcvd + 1
10: end if
11: end while
Next we discuss how a node processes incoming neigh-
bor requests. In our protocol, each node calculates a cooper-
ative preference, based on its local information to select
neighbors. This preference is called neighbor cooperativity
threshold and denoted by c⁄(x) for node x. When x receives
a Ngbr-Rqst from x0, it compares c(x0) to its threshold c⁄(x).
If c(x0) P c⁄(x), x replies x0 a Ngbr-Rply and adds x0 into
Ngbr(x); otherwise, x discards this request and replies
nothing. Note that c⁄(x) can be calculated by various means,
among which a simple but effective way is to use the aver-
age of all adjacent nodes’ cooperativity, as used in our sim-
ulation evaluations. Algorithm 4 summaries the procedure
of processing incoming neighbor requests.

Algorithm 4: Generate the optimal robust topology

Input: node x, and Adj(x)
Output: Ngbr(x)

1: "x0 2 Adj(x), Measure c(x0)
2: if (Receive Ngbr-Rqst from x0 2 Adj(x)) then
3: if (c(x0) P c⁄(x) AND x0 R Ngbr(x))
4: Send Ngbr-Rply to x0

5: Ngbr(x) :¼ Ngbr(x) + v
6: else
7: Discard Ngbr-Rqst

8: end if
9: end if
One benefit of using this method to calculate the neigh-
bor cooperativity threshold is that the average node degree
of the generated topology is guaranteed to be on the order
of logN if the average (physical) node degree of the original
network scales with logN. Recall that this feature can
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achieve the second property of the optimal robust topology
given in Proposition 1. Notice that the PRO-UNI algorithm
may induce tremendous communication overheads, we
continue to present the PRO-BRO algorithm which exploits
the broadcasting technique to minimize the potential
overhead.

5.2. Neighbor selection by broadcast: PRO-BRO

The cooperative neighbor selection can also be com-
pleted by a two-phase process in which each node broad-
casts a neighbor request to multiple adjacent nodes and
makes the decision based on received responses. In the
first phase, each node broadcasts a neighbor candidate list
containing k adjacent nodes with the highest cooperativ-
ity; in the second phase, based on received neighbor candi-
date lists, every node decides and publicizes its potential
neighbor set. We use two new messages, named as the
Neighbor-Solicitation (Ngbr-Sol) and Neighbor-Advertisement
(Ngbr-Adv), to deliver the candidate list and potential
neighbor set, respectively.

Assume that node x finishes measuring cooperativity at
time t0 and obtains the neighbor candidate list at time
tð1Þx 2 ½t0;Dt�, where Dt is considered to be on the order of
milliseconds, which is the time to transmit one packet. For
example, a conservative estimate of the average one hop tra-
versal time for packet is set to 40 ms in [24]. Thus, we take
Dt = 0.1 s in this protocol.

Then x broadcasts a Ngbr-Sol message at time
tð2Þx 2 ½tð1Þx þ Dt; tð1Þx þ Dt þ s�. Here the parameter s is used
to avoid contentions if multiple nodes accidentally broad-
cast at the same time, which is subject to an arbitrary prob-
abilistic guarantee of no contention and is reasonable to be
in the order of tenth of seconds for most topology scenarios
[22]. The broadcast of Ngbr-Sol is intentionally delayed by Dt
such that the first Ngbr-Sol is not sent until all nodes make
decisions on their candidate lists. There are two reasons
for this setting: first, a node has not found the candidate list
should not process incoming Ngbr-Sol messages, which sim-
plifies the implementation of the protocol; second, the can-
didate list is only dependent on individual nodes, which
makes our approach unbiased to every node. This heuristic
approach is presented in Algorithm 5.

Algorithm 5: Procedure of neighbor selection by
broadcast

Input: node x, and Adj(x)
Output: Ngbr(x)

1: t = t0: node x completes to measure
cooperativity.

2: t ¼ tð1Þx 2 ½t0; t0 þ Dt�: node x selects k adjacent
nodes with the highest cooperativity as (neighbor)
candidates and records them, in the order of non-
increasing cooperativity, into a list LCðxÞ.
3: t ¼ tð2Þx 2 ½t

ð1Þ
x þ Dt; tð1Þx þ Dt þ s�: LCðxÞ is

broadcasted in a Ngbr-Sol message at time tð2Þx .

4: t ¼ tð3Þx ¼ tð1Þx þ 2Dt þ s: node x has received all
candidate lists from its adjacent nodes. For a pair of
Algorithm 5 (continued)

nodes x and x0, if x 2 LCðx0Þ and x0 2 LCðxÞ,
which means both x and x0 consider each other
‘‘cooperative’’ enough to be a neighbor, node x adds
x0 into its neighbor set Ngbr(x) and vice versa. If
x 2 LCðx0Þ but x0 R LCðxÞ, which means x0

considers x as one of its neighbor candidates, then
x adds x0 into Ngbr(x) if c(x0) > c⁄(x) and does
nothing otherwise. If x0 2 LCðxÞ but x R LCðx0Þ, x
adds x0 in Ngbr(x) temporarily since x does not
know whether x0 has accepted its solicitation or
not.

5: t ¼ tð4Þx 2 ½t
ð1Þ
x þ 3Dt þ s; tð1Þx þ 3Dt þ 2s�: node x

updates its neighbor set in a Ngbr-Adv message and

schedules to broadcast at random time tð4Þx .

6: t ¼ tð5Þx ¼ tð1Þx þ 4Dt þ 2s: node x has received all
neighbor lists from its adjacent nodes. For any
adjacent node x0, if x0 2 Ngbr(x) but x R Ngbr(x0),
which means x0 does not accept x0’s solicitation in
Step-4, then x must delete x0 from Ngbr(x).
Ngbr(x) is finalized.
5.3. Complexity and convergence

We first analyze the computation complexity of our
protocol. In Algorithm 3, for node x, the first two steps
take at most O(D) in time, where D = jAdj(x)j. Next, it takes
at most O(D) in time to select one neighbor candidate from
Adj(x). Since x has to query at least k adjacent nodes and
in the worst case all adjacent nodes need to be queried, the
computation complexity is O(D2). In Algorithm 4, since x
needs to process at most D Ngbr-Rqsts, the computation
complexity is O(D). Thus, the overall computation com-
plexity of the PRO-UNI algorithm is just O(D2).

In Algorithm 5, the second step is to select k ‘‘most
cooperative’’ adjacent nodes to prepare a candidate list. A
simple way to implement this operation is to sort Adj(x)
in the non-increasing order by the cooperativity of adja-
cent nodes, then select the first k nodes, which can be done
in O(DlogD). Other steps take at most O(D) time in each
operation. Thus, the computation complexity of PRO-BRO
is O(DlogD).

Compared with data processing, wireless nodes spend
more energy in data communications. For the PRO-UNI
algorithm, we know clearly that in the worst case, every
node should send either a Ngbr-Rqst or Ngbr-Rply to each
of its adjacent nodes in order to build up a neighbor set.
Thus, the communication complexity of PRO-UNI is
O(N � D). networks. For the PRO-BRO algorithm, to build
up neighbor sets, every node sends exactly two messages,
Ngbr-Sol and Ngbr-Adv. Thus, the communication complex-
ity of PRO-BRO is only H(N), which is a significant reduce
on the overhead.

Further, we show that the convergence time of Algorithm
5, denoted by Tcon, is bounded. Here the convergence time is
defined as the time between the first Ngbr-Sol sent and the
last Ngbr-Adv received. In the last step, node x should have
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received all Ngbr-Advs by time tð5Þx ¼ tð1Þx þ 4 � Dt þ 2s, where
tð1Þx is the time whenx sends the Ngbr-Sol. Since 0 6 tð1Þx 6 Dt,
the time when the last Ngbr-Adv is received is bounded by
Tcon = 5 � Dt + 2s. With the default values for s and Dt afore-
mentioned, Tcon is in the order of seconds, which is reason-
able for most of network scenarios, compared to dynamics
of network topology.
5.4. Discussion on PROACtive protocol

Now we discuss several features of the proposed solu-
tion regarding topology update, integration with routing
protocols, and dynamic threshold in identifying non-coop-
erative nodes in countering DFD problem.
5.4.1. Topology update
Multi-hop wireless networks are more likely to be con-

sidered time-varying systems because network dynamics,
such as changes in link connection and and node behaviors.
In particular, a cooperative node may become selfish to
save its energy or malicious after being compromised. Or
a node is excluded from network topology because of
low cooperativity at certain time, but it may participate
in network operations again upon the cooperativity
improvement. Usually, there are two commonly used
methods for updating: on-demand update and periodical
update [25]. The PROACtive protocol can adapt and com-
bine both of update methods. When the periodical update
is used, Algorithm 5 can be performed periodically with an
update interval which can be either as long as several min-
utes or as short as several seconds, depending on specific
applications. When network dynamics change frequently,
either in link connection or node behavior, on-demand up-
dates are required and they can be accomplished conve-
niently by using the unicast method described in Section
5.1. To use PRO-BRO method, minor modifications are
needed. For instance, a node can broadcast a Ngbr-Sol with
an updated candidate list if necessary, and all receivers
simply reply Ngbr-Advs directly, with similar steps in Algo-
rithm 5.
5.4.2. Integration with routing protocols
The reliable data delivery is achievable with the assis-

tance of the routing protocol because control packets are
only dispersed among the member nodes in the generated
topology so that misbehaving nodes cannot involve in any
route. For instance, when AODV is used, a source s initiates
a route discovery to a destination t by sending RREQ pack-
ets to its neighbors only. When an intermediate node, say
x, receives a RREQ from s or another node x0, it checks
whether the sender is in its neighbor set. If so, x forwards
the RREQ to its neighbors (when x has no known route to
t); otherwise, x discards the RREQ packet. When RREQ
packets arrive at t, t sends a RREP packet back to the sen-
der. Since a backward path is generated without potential
misbehaving nodes en-route, the data delivery between
the source and destination can be accomplished via coop-
erative relays with the minimum impact of non-coopera-
tive nodes.
5.4.3. Dynamic cooperativity threshold
Each node uses an individual dynamic cooperativity

threshold, which allows each node to reach a trade-off be-
tween network resilience and individual connectivity,
compared to the case using a global static threshold. For
example, if a cooperative node can not find enough neigh-
bors when surrounding nodes have relatively low cooper-
ativity, the node can tune down its cooperativity
threshold so that it may accept more neighbor requests.
5.4.4. False accusation avoidance
Our approach does not involve new security vulnerabil-

ities and can avoid the false accusation problem because
the cooperativity information measured by one node is
not shared with others in our protocol and the neighbor
selection is only dependent upon each node’s own knowl-
edge to its neighborhood. By this way, one node’s cooper-
ativity cannot be falsely rated to a low or high value by
others, which prevents any node from the false accusation.

Note that the cooperativity measurement scheme intro-
duced in Section 4 should not be the only choice for our
PROACtive protocol to make neighbor selections. In fact,
any similar scheme can be used as long as non-cooperative
nodes that launch DFD attacks can be determined. For
example when dynamic power control technologies are
available [26], a node may increase its transmission power
so that it can find enough cooperative neighbors to main-
tain k-connectivity requirements. Therefore, the PROAC-
tive protocol is fully distributed and localized scheme
with low overhead, which makes our approach feasible
to be implemented in a large-scale networks to achieve ro-
bust data forwarding.
6. Simulation evaluations

6.1. Simulation setup

To evaluate the performance of our solution as well as
compare our design with other solutions, we implement
the PROACtive protocol in the simulation tool ns2 and
make three modifications to the existing AODV module.
First, the promiscuous mode is supported such that every
node can measure others’ cooperativity; second, RREQ
and RREP messages are distributed only among cooperative
neighbors such that path selections are controlled within
the topology generated; third, the DFD attack is introduced
by configuring nodes to drop data packets to be forwarded
randomly.

The number of nodes is varied from 100 to 900 with the
interval of 200, which makes our scenarios representative
for both small and large scale networks. The default trans-
mission radius is 100 m, which is suitable for both indoor
and outdoor communications and supported by most off-
the-shelf devices. The mobility model is the Semi-Markov
Smooth (SMS) model [27], which provides the uniform node
distribution and more realistic movement patterns. The
default speed is uniformly distributed between 0 and
10 m/s and average pause time is uniformly distributed be-
tween 0 and 2 s to offer highly dynamic networks. Con-
stant bit rate (CBR) is chosen for traffic and the sending
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rate is set as 1 packet per second. In simulation, 100 ses-
sions are constantly maintained to keep all nodes involved
in networking operations. To investigate the performance
of our solution against the DFD problem, we vary the
percentage of non-cooperative nodes pN, which can be con-
sidered a limiting probability of pN for each individual node
in large-scale networks. For better understanding its im-
pact, it is also called non-cooperative ratio thereafter, from
0 to 80% with the interval of 10% for all simulations. At last,
the results are averaged over multiple simulation rounds
conducted with various random seeds. Table 1 summarizes
the default simulation parameters.

The following three aspects are investigated: (i) perfor-
mance of PROACtive, (ii) network performance improvement,
and (iii) effects of network dynamics. Further, the perfor-
mances of both PRO-UNI and PRO-BRO algorithms are eval-
uated and compared. Note that simulations are also
conducted on the networks using the original AODV mod-
ule to provide the baseline for comparison.

6.2. PROACtive performance evaluation

First, we evaluate the performance of PROACtive by
examining the k-connectivity, false positive (negative) ra-
tio, and communication overhead, as well as in comparison
with another topology control scheme, namely K � Neigh
[22].

Before discussing simulation results, we illustrate a pic-
ture of topology generated. Fig. 3(a) shows a network with-
out applying any topology control. Fig. 3(b) shows the
topology generated by the PROACtive protocol, in which
cooperative and non-cooperative nodes are represented
by solid dots and circles, respectively. From the figure,
we can see that the topology excludes most of non-cooper-
ative nodes, while keeping most of cooperative nodes con-
nected. To highlight the difference from other topology
control protocols, the topology generated by the K-Neigh
protocol (Phase 1 only, with K = 9) [22] is shown in
Fig. 3(c). It is no wonder that all non-cooperative nodes
are included in Fig. 3(c) because the neighbor selection in
K-Neigh is only based on the distance between nodes.

6.2.1. Preservation of k-Connectivity
We use the DFS (depth-first-search) algorithm to calcu-

late the maximum number of nodes that can be removed
Table 1
Parameters for simulation.

Parameter Setting

Simulation area 1000 m 	 1000 m (default)
System size 500 (100,300,700,900)
Transmission range 100 m
Mobility model SMS model (uniform placement)
Movement feature Avg. speed 5 m/s, Pause time 1 s
Propagation two-ray ground
MAC IEEE802.11b DCF
Link capacity 11 Mbps (1 Mbps for broadcast)
Application CBR (512 bytes)
Traffic load 100 connections, 1 packet per sec
Simulation time 200 s
Misbehaving ratio [0,80%] with 10% interval
without partitioning the network. Then the probabilistic
k-connectivity is calculated by the ratio between the num-
ber of k-connected topologies and that of all topologies
randomly generated. In Fig. 4(a), we can see that the k-con-
nectivity probabilities of generated topologies are beyond
0.9 when N > 700 for pN = 10% and pN = 40%. Nevertheless,
when N < 500, the k-connectivity probabilities for gener-
ated topologies and original networks decrease dramati-
cally. Further, we observe that the k-connectivity can
hardly be preserved if pN is too high, e.g., pN > 30%, as
shown in Fig. 4(b). Also, we see that the average (node) de-
gree is reduced considerably in the generated topologies,
as shown in Fig. 4(c), and it decreases slightly in the non-
cooperative ratio pN because there exists less chance to
find enough cooperative neighbors. Recall that in Section
3.3 we pointed out that l = H(log N) is a condition for con-
nectivity. From Fig. 4(c), we can see that the average de-
gree of generated topologies is asymptotically greater
than logN (given the original networks k-connected),
which satisfies the second condition of the connectivity
constraint and also implies the neighbor cooperativity
threshold (See Section 5.1) is reasonable and effective.

6.2.2. False positive and negative ratio
We use two metrics, false positive ratio (FPR) and false

negative ratio (FNR), to evaluate the effectiveness of the
PROACtive protocol in classifying nodes. The simulation re-
sults show that the FPR is less than 5% for different net-
work scales of N and non-cooperative ratio pN, which
indicates most of cooperative nodes can be included in
the robust topologies after mutual neighbor selections;
while the FNR is more significant than the FPR. For clarity,
we only depict the FPR and FNR for pN = 20% and pN = 40%
in Fig. 5(a) and observe that for fixed pN both the FPR
and FNR decrease as N increases. The main reason is that
cooperative nodes have more choices in the neighbor
selection when more adjacent nodes are available; while
less non-cooperative nodes are added for maintaining con-
nectivity, when the network is getting denser. Neverthe-
less, the FNR is quite significant when pN is high as
shown in Fig. 5(b). For example, for N = 100, the FNR raises
even up to 47% as pN = 70%, which is due to the fact that
more false negatives are produced to keep every node en-
ough ‘‘neighbors’’. The high FNR can be explained by the
plots shown in Fig. 5(c) as well, where the number of ex-
cluded non-cooperative nodes is shown to have a sublinear
growth in the non-cooperative ratio pN, especially when
node density is comparatively small (e.g., N = 500). These
observations are consistent with our analysis in Section 3
that there exists a trade-off between excluding non-coop-
erative nodes and maintaining network connectivity.

6.2.3. Communication overhead
In Fig. 6(a), we depict the numbers of PROACtive pack-

ets of both PRO-UNI and PRO-BRO algorithms, which are ex-
changed during neighbor selection with regard to network
size N. As analyzed in Section 5.3, for PRO-UNI the commu-
nication overhead is significantly higher than that for PRO-
BRO, especially when N is large. Moreover, when more non-
cooperative nodes are present, it generates more Ngbr-Rqst

and Ngbr-Rply messages for PRO-UNI to generate neighbor
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Fig. 3. Topology generated in comparison with the original one (circles: non-cooperative, dots: cooperative).
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Fig. 4. The preservation of k-connectivity in the generated topology.
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Fig. 5. The false positive and false negative ratios in the generated topology.
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Fig. 6. Communication complexity induced by applying the PROACtive protocol.
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sets. On the contrast, the number for PRO-BRO approxi-
mates a linear growth on N, conforming to the analytical
results.

Additionally, we investigate the overhead induced by
our protocol on the AODV routing protocol, measured by
the total number of RREQ and RREP messages sent per sec-
ond. A surprising result is that the routing overhead can be
reduced significantly when PRO-BRO is used, as clearly
shown in Fig. 6(b). The reason behind this observation is
quite simple: after a robust topology is generated, routing
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traffic is carried mainly by cooperative nodes, which sup-
presses the number of routing packets relayed by non-
cooperative nodes. Further, since the intermediate nodes
en route are more likely to be cooperative, paths become
more reliable which reduce the frequency of recovering
paths and the number of RREQ packets in turn. However,
when PRO-UNI is used, the routing overhead is increased
considerably, especially when N is large. After a careful
investigation to the current AODV module in ns2, we find
that transmitting Ngbr-Rqst or Ngbr-Rply also needs AODV
to find (one-hop) paths, which induces extra routing pack-
ets. Therefore, in terms of the communication overhead,
PRO-BRO is more scalable than PRO-UNI.

The overhead induced by using the two-hop feedback
technique is evaluated by using ICMP segments to imple-
ment ACKs. In the simulation, the feedback frequency qack

is set to 10% and the size of ACK is 40 bytes. In Fig. 6, the aver-
age bandwidths of data and ACKs are reported, respectively,
against different system sizes. Since the network of N = 100
is almost disconnected, the data bandwidth is significantly
low and the bandwidth consumed by ACKs is almost negli-
gible due to the high drop ratio and low average path length.
As the system size increasing, we can see that the bandwidth
consumed by ACKs will increase and become stable after the
network is well-connected (N P 500). Thus, the overhead
induced by ACKs is quite acceptable compared with the data
bandwidth in terms of a low bandwidth consumption ratio
less than 7%, which is very reasonable in most of real
scenarios.
6.3. Network performance evaluation

The ultimate goal in design of robust networks is to im-
prove network performance. Therefore, we study the DFD
impact and demonstrate the improvement by using our
solution with regard to network goodput, data packet drop
ratio, and average hop count.

Network Goodput: In Fig. 7(a), the network goodput for
a using pure AODV is drastically impaired as the non-coop-
erative ratio pN increases. For example, the goodput drops
dramatically from around 36 KBps to 10 Kbps when pN in-
creases from 0 to 20%. While, the goodput of the network
using PRO-BRO remains above 34 KBps when pN < 20%
and degrades gracefully when pN > 20%. Notice when
PRO-UNI is used only, the performance improvement is less
significant. The main reason is that PRO-UNI induces com-
paratively higher volume of control packets which slacks
the process of updating neighbor sets as well as suppresses
the bandwidth for CBR traffic.

Data Packet Drop Ratio: The packet drop ratio against
the non-cooperative ratio pN is illustrated in Fig. 7(b),
where we can see that the packet drop ratio in the network
using pure AODV increases drastically up to more than 80%
when pN = 20%. On the contrary, much less data packets are
dropped in the topologies generated by PROACtive. For
example, as shown in the figure, the data packet drop ratio
keeps low as pN < 20% and increases slowly until pN = 60%.
When pN > 60%, since too many nodes are non-cooperative,
even resilient topologies generated can no longer improve
the performance. Thus the packet drop ratio increases
quickly, but still lower than that in the network using pure
AODV.

Average Hop-count: In Fig. 7(c), the average hop-count
of the network using pure AODV decreases from 8.84 to
2.46 drastically as pN increases up to 40%, which indicates
that long paths are suffocated and finally only adjacent
nodes can communicate when more non-cooperative
nodes present. In the network applied with the PROACtive
protocol, the average hop-count is kept as high as 6.85 for
PRO-UNI, same as 7.27 for PRO-BRO, when pN = 40%. This ef-
fect does not mean that our solution degrades the perfor-
mance, but instead it indicates that communications via
longer paths are preserved for better connections.

Therefore, for a well-connected network in the presence
of DFD problem, generating robust topologies can improve
network performance significantly and achieve a graceful
performance degradation as the non-cooperative ratio
increasing.

6.4. Impacts of density, scale, and mobility

Node Density: The node density l refers to the average
number of nodes in a node’s transmission coverage. By fix-
ing N = 100 and varying r from 100 m to 223.6 m, we ob-
tain a series of scenarios with node density ranging from
l = 3.14 (Sparse) to l = 15.7 (Dense). Fig. 8(a) shows the
packet drop ratio for these two networks. Since the Sparse

network is found actually disconnected, even without
non-cooperative node, the packet drop ratio is as high as
80%. For the Dense network, the drop ratio is decreased
by almost 50% as pN < 40% when PROACtive is used. Recall
that l = H(logN) is an implicit condition for connectivity
remarked in Section 3.2. This explains that our solution
performs better in well-connected and dense networks
than for sparse networks.

Network Scale: To examine the scalability of our proto-
col, we use the same node density (l = 15.7) and enlarge
the network area A as the network size N increasing. In
Fig. 8(b), the packet drop ratio is depicted against different
network sizes. It is clear that the packet drop ratio is re-
duced tremendously by up to 65%, which means that PRO-
ACtive is quite scalable. Nevertheless, the packet drop ratio
increases when the network size is increased. To explain
this, we find that the path length between any source–des-
tination pair increases as network scales up. As shown in
[28], the path duration time is decreased exponentially to
the path length, which implies that the more hops a path
has the more likely the path is to break. Therefore, the
paths in large networks are less reliable than those in small
networks, which further induces a relatively higher drop
ratio.

Node Mobility: To observe the impact of node mobility,
we vary the average speed from almost stationary to 20 m/
s, with pause time set as default. The non-cooperative ratio
pN is set to 10% for all networks with N = 500 and r = 100 m.
Fig. 8(c) shows that the normalized network goodput (the
ratio between the data received and sent) degrades signif-
icantly when mobility increases, can be improved by more
than 20% when PROACtive is used. A surprising result is
that the goodput in robust topologies with non-coopera-
tive nodes is even higher than that in networks excluding
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Fig. 8. Impact of node density, network size, and node mobility on the performance of PROACtive protocol.

Table 2
Comparison between PROACtive and Watchdog/Confidant.

Solutions Watch-
dog

CONFI-
DANT

PROAC-
tive

Connectivity considered No No Yes
Routing protocol

specific
DSR No No

Misbehavior punished No Yes Yes
Non-Cooperative ratio 40% 80% 80%
Network scale 10 50 100–900
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non-cooperative nodes, depicted as the dotted line. This
phenomena is credited to our well-defined dynamic coop-
erativity threshold scheme. For example, neither a mali-
cious adjacent node nor a benign neighbor with high
mobility can provide reliable link connections. Thus, a
highly mobile node may also have low cooperativity and
be excluded from topologies. When the non-cooperative
ratio is small, e.g., pN 6 10%, the increasing mobility be-
comes the dominant factor in neighbor and path selections.
Consequently, the generated robust topology is composed
of nodes providing more reliable connections for others,
which improves the data delivery.
6.5. Comparison and discussion

There are three major components in PROACtive proto-
col: topology generation, cooperativity measurement, and
signaling messages. In comparing PROACtive with other
solutions, we have demonstrated generated network
topology with K � Neigh scheme[22], showing that the net-
work topology generated by using probabilistic k-connec-
tivity. Also, our approach distinguishes itself from all
existing topology control works [29,22,30,26]. in that our
objective is to generate robust topology against DFD at-
tacks based on theoretical upper bound of robust space,
while others are focused on minimizing energy consump-
tion, reducing interferences, or improvement in network
connectivity. The discrepancy in objectives may eventually
yield different topologies.

Regarding cooperativity measurement, our scheme can
easily be implemented in software, and does not require
a nuglet counter in a tamper resistant hardware module
[3]. In other similar reputation-evaluation systems, such
as Watchdog [2], CONFIDANT [6] and CineMA [7], topologi-
cal connectivity is not taken into consideration. A brief
comparison between PROACtive and related solutions is
reported in Table 2. More importantly, we designed several
new signaling messages and demonstrated that our proto-
col has low signaling overhead. Furthermore, we have car-
ried out extensive simulations to study the impact of a
variety of network dynamics on network performance,
which in turn demonstrate that the proposed PROACtive
protocol can improve data forwarding in large-scale net-
works in the presence of non-cooperative nodes.

7. Conclusions

In this paper, we tackled the DFD problem by achieving
an optimal robust topology for a given wireless network.
We first analyzed the trade-off between excluding non-
cooperative nodes and maintaining k-connectivity w.h.p..
Then we proposed an integrated cooperativity measure-
ment scheme to identify non-cooperative nodes so that
they can be excluded in the generated network topology.
Furthermore, we designed a new network protocol, PRO-
ACtive, to enable every node to build up its own coopera-
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tive neighborhood dynamically. The simulation results val-
idated that the PROACtive protocol can yield a robust net-
work topology with a high probabilistic k-connectivity, low
message complexity H(N), and low false positive
ratio < 5%. With thorough simulations and examination,
we demonstrate that PROACtive provides a cooperative
platform for communications for both control and data
planes, on which network performance, especially good-
put, can be significantly improved.
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