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a b s t r a c t 

One of the most distinguished challenges in studying the aftermath of cyber attacks in smart grid lies in 

data-centric threats, which refer to cyber attacks aimed at gaining advantage or sabotage the infrastruc- 

ture by manipulating the data exchanged in the underlying communication network. Even though such 

attacks are critical by itself in the information network, they will result in more serious impacts to the 

power grid. This is because for an information-centric network, distorted or delayed information under- 

mines services and applications, in the case of a power grid, however, these data-centric attacks may 

result in unstable systems, which may further detrimentally impact the power supplies. In this paper, we 

study the impacts of data-centric attacks in the real-time communication network of smart gird, and fur- 

ther the consequences caused to the power grid. Our study provides insights to both smart grid security 

research and operation. 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Smart grid is emerging to be a typical application of the cyber

physical systems (CPS), which integrates advanced communication

networks, i.e., the cyber system, with conventional power grids as

the physical system. Assisted by advanced communications, power

devices, which were unable or with very limited capacity to com-

municate, are granted with the capability to exchange critical infor-

mation with their peers. The real-time information exchange expe-

dites power devices to make more accurate and prompt reactions,

and further facilitates the implementation of a more reliable, effec-

tive and efficient bulk power delivery and distribution. 

However, despite all promising benefits of the smart grid, we

must be aware that this integration also brings a new host of vul-

nerabilities to conventional power systems, which are the threats

of cyber attacks [1–4] . Cyber attacks are offensive maneuvers con-

ducted by adversaries and target the computer network and infor-

mation system, and the purpose of which is to seek unlawful ben-

efits by infiltrating the information that is exchanged in the net-

work. To this end, we define data-centric attacks as the attacks in

the cyber system which aim at gaining advantage by manipulating

the data that exchanged within. 
� Earlier version of this work was published in the 2014 IEEE Conference on Com- 

puter Communications (INFOCOM’14). 
∗ Corresponding author. 
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Data-centric attack is one of the biggest concerns by itself in

he cyber world, even worse, the integration of the communica-

ion network opens a backdoor in the power system, which leads

n cyber attackers and allows them to make detrimental impact

o this critical infrastructure without the necessity of any physi-

al access. Over years we have witnessed various data-centric at-

acks and their devastating impacts in both academic researches

nd real industries. For example, the false data injection attack [5–

] proves that the bad-data detection mechanism in modern power

rid can be bypassed, where attackers are able to make modifica-

ion on monitored system status variables without being detected;

ore practically, the Stuxnet [9–11] that has been identified in

arly 2010s is a computer worm, which infected the SCADA sys-

em [12] and distorted its control data, and eventually destroyed

any nuclear power plants in multiple countries. Therefore, it is

ndoubted that data-centric attacks are real and imperative threats

o smart grid, and it is of great importance to study them and un-

erstand their impacts. 

However, existing researches on evaluating and understanding

ata-centric attacks in smart grid are primarily conducted in an

ad-hoc” manner [13–15] . In particular, we notice that there lacks

 well-established scheme or approach that allows us to effec-

ively evaluate, compare and prioritize various cyber threats. To

his end, one of the biggest challenge is how to effectively evalu-

te the physical impacts that are caused by data-centric attacks in

mart grid based on an unified platform . The answer to this ques-

ion is non-trivial, because only by understanding their impacts

ased on an unified platform, can we prioritize and optimally

http://dx.doi.org/10.1016/j.comnet.2016.05.003
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2016.05.003&domain=pdf
mailto:mwei2@ncsu.edu
mailto:wwang@ncsu.edu
http://dx.doi.org/10.1016/j.comnet.2016.05.003
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Fig. 1. Software implementation of Greenbench . 
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llocate our resources and efforts on treating the most imperative

isks. 

In this paper, we are motivated to tackle this question by adopt-

ng a simulation-based approach. In particular, we present Green-

ench , a cross-domain simulation benchmark, and use case stud-

es to demonstrate its capability by quantitatively evaluating the

mpacts of data-centric attacks. The simulation-based approach is

hosen over experiments and theoretical modelings for the follow-

ng reasons. Although experiment is the most accurate and practi-

al method in evaluating the physical impacts, it is cost-prohibitive

o build a laboratory with real power devices for destructive exper-

ments. Theoretical modelings, on the other hand, are difficult to

eflect dynamic system behaviors in real-time, which is a critical

actor in evaluating the impact of data-centric attacks. 

We carry out case studies to leverage our understanding of both

he impact of data-centric attacks, and the effectiveness of their

ountermeasures. A preliminary study of this work has been pub-

ished in [16] , in which we built the Green Hub, a 17-bus smart

rid prototype, and evaluated the impact of 2 data-centric attacks,

.e., jamming the price signal attack , and composite attack with

oad-redistribution attack and the Man-in-the-Middle attack . In this

aper we extend previous study in the following aspects. First,

e evaluated another composite attack, which is composed by

he false data injection attack and the Distributed Denial-of-Service

DDoS) attack. This case differs from the previous composite case

n that the Man-in-the-Middle attack mainly concerns the confi-

entiality and integrity of information, while the DDoS attack is

o impair information availability. Second, we evaluated the effec-

iveness of a classic cyber-attack countermeasure, i.e., using Hash-

ased Message Authentication Code (HMAC) to ensure information

uthenticity. We demonstrated that conventional countermeasures

ay not be readily adopted to address smart grid security issues.

hird, we scale-up the smart grid model and evaluated data-centric

ttacks in a larger scale power system, i.e., the IEEE 57-bus system.

ur results show that smart grid with larger scale is relatively less

ensitive to data-centric attacks. Nevertheless, we denote that it is

mperative and non-trivial to address cyber-attacks in smart grid,

ecause more intensive attacks can still result in serious results

ven in large scale smart grid. 

The remainder of this paper is organized as follows. In

ection 2 we introduce related works and the background of data-

entric attacks . In Section 3 , we demonstrate Greenbench , the cross

omain simulation benchmark we developed for data-centric at-

acks evaluation. In Section 4 we describe the setup of each case,

resent simulation results and draw in-depth observations. And we

onclude our work in Section 5 . 

. Background 

.1. Related works 

The cyber security issue in smart grid have attracted a lot of at-

entions in recent years. However, there are very few works which

overed the perspective of simulating cyber attacks and evaluating

heir results in the power grid. The DETER project [17] is a testbed

hat is built for studying cyber-security issues in cyber-physical

ystems, and based on which several studies [18,19] were con-

ucted on smart grid cyber-security. However, it has been shown

n these works that it is difficult for DETER to capture the tran-

ient time reactions of power systems, since it is not a dedicated

esign for smart grid. The Electric Power and Communication Syn-

hronizing Simulator (EPOCHS) [20,21] is a cross domain simula-

or which integrates the power system and the communication

etwork, however, its focus was on studying the behavior of the

ower grid with the assistant of communications, where commu-

ications are treated as a way to deliver information, and secu-
ity issues were left unconsidered. In [14] , the authors studied the

mpacts of cyber attacks in smart grid, and showcased the results

f cyber attacks with a 13 nodes distribution power system. Our

ork differs from this work in that our work provides a more gen-

ralized framework, which is able to accommodate power systems

ith different topology. As the most practical approach, many ma-

or national research laboratories also developed various testbeds

or smart grid study [12,22] , which are, unfortunately, not pub-

icly available for researchers in general. Motivated by these exist-

ng works, we develop Greenbench by integrating off-the-shelf sim-

lators in both domain, which makes it an easily accessible, and

edicated smart grid simulation benchmark for cyber-attack simu-

ation and evaluation. 

.2. Data-centric attacks 

We denote the data-centric attack is the type of cyber-attack

hich targets at manipulating the information (i.e., data) that is ex-

hanged in the communication network of a smart grid. 

The CIA-triad [23] has been well known as the most fundamen-

al principles in information security , which comprises Confidential-

ty, Integrity , and Availability . For the scope of smart grid in par-

icular, data confidentiality means keeping the secrecy of the data

nd preventing it from being known by unauthorized parties. For

xample, the profile of power usage of a user should be disclosed

nly to the utility company and the user himself. Data integrity

eans the data delivered to the receiver should be complete and

ntact. For instance, the data sent by distributed monitoring de-

ices and received by the control center should reflect real system

tatus, any distortion will cause the system to deviate from correct

peration. Data availability ensures the data should be delivered

ithin required time, e.g., a delayed “trip” message sent to a cir-

uit breaker may be unable to stop a fault propagation, and thus is

nacceptable. We propose several case studies according to these

hree aspects in the later section, such that we are able to thor-

ughly evaluate the impacts of data-centric attacks. 

. Greenbench: the cross-domain simulation benchmark 

.1. Greenbench framework and implementation 

In Fig. 1 we present the framework of Greenbench and its soft-

are architecture. The Greenbench framework is composed by two

odules (simulators), the physical module (PSCAD [24] ) and the
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Fig. 2. Synchronization of continuous and discrete events. 
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cyber module (OMNeT++ [25] ), which interact through two inter-

faces, the interactor , and the bufferfiles . 

1. Interactor: The interactor is a special module built within OM-

NeT++, whose main function is to maintain the synchronization

of simulation between the two simulators. 

2. Bufferfile: The bufferfile is a pool of binary files, which pro-

vides a “buffered zone” and enables the two simulators ex-

change data during simulation in real time. 

The physical domain part can be further divided into three

functional blocks. 

1. Interface: The interface function block provides Human-

Machine interaction, which allows users to control the simu-

lation operation such as begin, pause, resume and stop. Within

the interface block, user can build the system model and ob-

serve graphical system behavior. 

2. EMTDC simulation engine: EMTDC is a electro-magnetic tran-

sients simulation engine which takes device parameters as the

input, computes system state by solving differential equations,

and exports the result as the output. 

3. C interface: The C interface is a bi-directional interface written

with C language. It fetches data from bufferfiles and pass it to

EMTDC; and receives the results from EMTDC, and write them

back to bufferfiles. 

The cyber domain part comprises two function blocks: 

1. OMNeT++ simulator/INET framework: The OMNeT++ is a plat-

form which provides basic graphical interface and simulation

control (begin, stop, etc). The INET is a framework that is built

based on OMNeT++ and provides Internet-specific support, such

as wireless/wired channels, and TCP/UDP protocols. The cyber

domain entities of a smart grid, i.e., IEDs, and the communi-

cation network are built in OMNeT++ with models provided by

the INET framework. 

2. C++ interface: The function of the C++ interface is similar to

the C interface in the physical domain, which is written with

C++ and implements the functionality that import/export data

from/to bufferfiles. 

3.2. Design challenges 

Although the idea that make PSCAD and OMNeT++ simulate the

counterpart of a smart grid on its own, and integrate the results

seems intuitive and straightforward, two challenges stand out dur-

ing its implementation, which are the synchronization of the sim-

ulation steps, and the data exchange between the two simulators

during a simulation run. These two challenges are addressed by

the interactor and the bufferfile , respectively. 

3.2.1. Synchronization of continuous and discrete events 

Most of the network simulators, such as NS2, OPNET, OMNeT++,

are discrete event simulators. A discrete event simulator is driven

by queued events, each event occurs at a particular time and

marks a change of system state. Between two consecutive events,

it is assumed that the system state remains unchanged. As a result,

the simulation of a discrete event simulator can directly jump from

one event to the next without considering how much “wall-clock

time” will be cost in between. On the contrary, power system sim-

ulators such as PSCAD and RTDS [26] are continuous simulators,

which solve differential equations at a fixed time step. Therefore,

the simulation of a continuous time simulator is executed step by

step without any one can be skipped. 

The different ways to handle simulation time cause the syn-

chronization problem, that is, how to keep the two simulators

progress at the same pace. A few works addressed this problem by
ntroducing an external scheduler [21,27] , which causes extra over-

ead, an may introduce error accumulation as is shown in Fig. 2 (a),

.e., it is possible that between two sync-points, multiple events

ave happened in either domain, such that when a sync-point ar-

ives, those events were accumulated and executed together with

heir timing indistinguishable. In Greenbench framework, we tackle

his issue by developing a special module in OMNeT++ to handle

imulation synchronization. 

OMNeT++ is an event-driven simulator, and the “events” are im-

lemented as messages that are exchanged among modules in the

imulated system. For example, the event that “a data packet is

assed down from TCP layer to IP layer” is implemented in the

ONeT++ by having the TCP layer module generate a message , and

ass it to the IP layer module. The OMNeT++ also allows a mod-

le to send messages to itself, i.e., self-message , at any scheduled

ime in the future. The self-message enables the OMNeT++ act as

 continuous simulator that could be perfectly synchronized with

SCAD. Particularly, we developed a special application within OM-

eT++ framework, named as the “interactor”. The interactor peri-

dically sends self-message to itself according to the simulation

tep of PSCAD, and at each time a self-message is received, the

nteractor switches the simulation execution between the two sim-

lators, i.e., halts the simulation on one simulator and resumes

n another. The self-message frequency of the interactor can be

djusted in order to accommodate the PSCAD simulation whose

ime-interval between simulation steps is adjustable. The error-

ree synchronization scheme is shown in Fig. 2 (b). For instance, the

hysical fault that happened at time t 3 can be known by the OM-

eT++ immediately, instead of waiting to the next sync-point at

ime t 6 , and the event in the OMNeT++ generated between time t 7 
nd t 8 will be processed at the PSCAD side at time t 8 instead of t 11 

here the next sync-point sits. 

.2.2. Data exchange 

Another key factor in implementing the integration is how to

llow these two simulators to exchange their simulation status in

eal-time. 

In [21,27] , a Runtime Infrastructure or a Globe Scheduler pro-

ess is used as a globe manager to handle the interaction, this

mplementation is effective but lacks efficiency. Another alterna-

ive is to use Inter-Process Communication (IPC), a technique im-

lemented in the operating system level for process communica-

ion, to directly exchange data between the two simulation pro-
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ess. Common IPC implementations includes named pipes (also

nown as fifo), Windows socket, and shared memory. The funda-

ental idea of IPC is to assign a media that is shared and can be

ccessed by both processes. Based on the concept, in this work we

ntroduce the “bufferfile” in Greenbench to implement the status

xchange. In particular, we create two binary files for each cyber-

hysical component pair, e.g., a circuit breaker in the power do-

ain and its controller in the cyber domain. These two files are

irectional: one is written by the cyber component and read by the

hysical domain, another is operated in the reverse way. These files

ct as a buffered zone between the cyber system and the physical

ystem, and thus we name them “bufferfiles”. During a simulation,

t the beginning of each simulation step for both simulators, the

omponents will first check the bufferfile and import the data that

as been written by its counterpart, and at the end of the step,

t will write its own status to the bufferfile to inform its counter-

arts. 

.3. Green hub: the micro smart grid 

The Green Hub [28] system is a distribution level microgrid

eveloped at the Future Renewable Electric Energy Delivery and

anagement (FREEDM) Systems Center in North Carolina State

niversity. It was summarized from the power system in the city of

aleigh where NCSU locates, and it was built specifically for smart

rid study. Since it is more related to smart grid and its configura-

ion is more up-to-data compared to multiple IEEE multi-bus sys-

ems [20,29] , we choose to use the Green Hub to carry our study

n this work. 

As shown in Fig. 3 , Green Hub is a 17-bus distribution level

ower system. Green Hub contains various innovative power de-

ices developed at the FREEDM center, such as the Solid State

ransformer (SST) [30] , and the Fault Isolation Device (FID) [31] ,

nd it is also connected with green energy sources such as Pho-

ovoltaics (PV) and Wind Turbines (WT). All devices are equipped

ith Intelligent Electronic Devices (IEDs), which are ARM-based

mbedded computers for real time communication. Those IEDs in-

eract with each other to make the Green Hub a self-autonomous

icro smart grid, which can either connects to main power grid,

r operate in stand alone mode. 

. Simulation setup and evaluation results 

.1. Delayed wireless communication in AMI (Jamming the price 

ignal attack) 

The Advanced Metering Infrastructure (AMI) that is composed

y the smart meters greatly facilitates more efficient power sys-
em management. For instance, smart meters are able to update

he control center with real-time power usage information of each

ousehold, such that power consumption can be more accurately

redicted and accommodated. On the other hand, however, the

mart meter is one of the most vulnerable components in smart

rid. For the first reason, it is physically accessible to the public,

hich facilitates various forms of physical intrusion [32] . Second, it

ransmits data by wireless communications, thus is susceptible to

oth active attacks such as jamming [33] , and passive attacks such

s eavesdropping [34] and user privacy prying [35,36] . Therefore,

t is critical to study the vulnerability of the AMI and understand

ow a power system can be impacted when the AMI is breached

y cyber-attacks. 

In this case we assume the data availability is breached by the

amming the price signal attack [33] . This line of research includes

33,37] , and stems from the concern that in the paradigm of smart

ird, more and more power load will become remotely control-

able, and as a result, attackable. For instance, the smart meter of

 household will be able to control the operation of major appli-

nces such as water heaters or air conditioners, in this case, if an

ttacker is able to compromise a large number of smart meters

38] and manipulate these appliances to operate or shut down at

he same time, the profile of power consumption can be signifi-

antly changed in very short time, and thus power system insta-

ility can be caused. 

Particularly in this case, it is assumed the Time-of-Use pricing

s implemented, in which the price for power usage is changing

ver time. The pricing information is decided by the control cen-

er, and disseminated to distributed aggregators that locate close

o consumers. The aggregaters then broadcast this pricing informa-

ion wirelessly to smart meters, and the smart meters will decide

ow much power they want to use based on the current price. The

ireless channel, however, is susceptible to the jamming attack

39] , which is able to completely abrupt normal communication

nd make the pricing information unavailable to smart meters. If

he attacker is able to jam the communication for sufficiently long

ime until there is a significant change on the price, and then stops

he jam and let the meters receive the new price, the smart me-

ers may all decide to make a considerable change on their power

onsumption and thus cause instability to the power system. 

As shown in Fig. 5 , there are two sets of smart meters that have

een chosen as the jamming targets, i.e., { m 11 , m 12 , m 13 }, denoted

s set 1 , and { m 15 , m 16 , m 17 }, denoted as set 2 , since they are geo-

raphically adjacent. There are two wireless aggregaters that dis-

ribute the pricing information to these two sets of meters. We set

he two set of meters randomly distributed in a 100-by-100 me-

er area, which essentially represents a geographical area such as

 small community, and the two sets of meters do not interfere



178 M. Wei, W. Wang / Computer Networks 104 (2016) 174–188 

Fig. 4. Jamming the price signal attack simulation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this 

article.) 

Fig. 5. Jamming the price signal attack. 
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with each other. We then set one attacker, who is able to transmit

with much higher transmission power such that he is able to inter-

rupt the normal communication in both areas. We assume that the

attacker is able to jam both areas for sufficiently long time until

the price has been significantly changed. And we denote the time

 = 0 . 5 s as when the attacker decides to stop jamming and let the

smart meters receive the updated pricing information. 

4.1.1. Single domain simulation 

It has been well studied that sudden change of large amount

of load will cause various problems in the power system. For in-

stance, sudden load change will cause load-generation imbalance

and drive the system frequency deviate from its normal value,

which can result in economic loss to the utility companies, or even

cause permanent damage to power devices [40,41] . We hereby

simulate this case in the single domain, i.e., the power system only,

for the purpose of both baseline the result of the load change, as

well as to showcase the difference that can be provided by the

Greenbench . 

When being simulated in the single domain without consider-

ing the characteristics of the communication network, this attack

can be simply applied as the action to close the circuit breakers at

all 6 buses. In Fig. 4 (a), Fig. 4 (b) and Fig. 4 (c), we demonstrate the
hange on the current, voltage, and real power at the substation.

n order to most clearly demonstrate the result, in this simulation

e assume the extreme case, in which all the loads consume the

east possible power, i.e., zero consumption, before and during the

amming, and request the maximum power when the jamming is

erminated. 

As shown in Fig. 4 (a), Fig. 4 (b) and Fig. 4 (c), the jamming stops

t 0.5 s. Because the load controlled by these 6 m comprises al-

ost 45% of the total load in the system, this change causes a sig-

ificant variation in this power grid. We are able to observe a dis-

ortion lasting about 1 second on both the current and the power,

s highlighted by the red box in Fig. 4 (a) and Fig. 4 (c), which may

ause adverse effects to the power grid [42] , such as generator and

ransformer overheating. 

.1.2. Greenbench simulation 

When being considered in the cross domain with the inter-

ction between the power grid and the communication network,

owever, the scenario stated above is oversimplified. The main

oncern is that in the single domain scenario, the communication

s implicitly assumed as ideal, i.e., communication delays do not

xist. In practice, however, the smart meters won’t be able to com-

unicate with the wireless aggregater all at the same time. This is

ecause wireless channels are exclusive, which means that at one

ime instance there is only one pair of host is allowed to communi-

ate, otherwise, collisions will happen and the communication will

ot succeed. In order to reflect how can a practical communication

etwork affect the result of this jamming attack, we reconsider the

ase in cross domain and simulate it in Greenbench . 

As shown in Fig. 5 , wireless aggregators ( Wa 1 and Wa 2 ) com-

unicate to the two sets of smart meters. Within each aggregator’s

ransmission range, meters contend with each other to access the

ireless channel [43] . And the physical load is connected to the

ower system only when its smart meter gains the opportunity to

end its connection request to control center. And because of the

xclusive nature of the wireless channel we mentioned above, all

eters actually take turns to send their messages, and therefore,

oads are not connected exactly at the same time. We also shows

he time when the messages are received at the control center in

ig. 5 , from which we observe the delays are relatively insignifi-

ant for most Internet applications. Nevertheless, we are interested

o find out whether this small delay can cause any impact on the

ower grid. 

The Greenbench simulation result is demonstrated in Fig. 4 (d),

ig. 4 (e) and Fig. 4 (f). Compared with single domain simulation,

he current and power transition is more smooth and there are
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o visible distortions. We can also observe that the voltage takes

onger time to drop to the stable value, i.e., 19 ms versus 13 ms

n the single domain case, which is also favorable, because for a

ractical physical generator, it can not adapt to any sudden change,

ut have to slowly speed up/down its rotor to generate more/less

ower, thus a slower voltage change is preferable for power grid

tability. 

.1.3. Summary 

We demonstrate in this case that the Greenbench is able to re-

ect communication network characteristics, e.g., wireless channel

ontention and message delay in this particular case, and integrate

hem into the reaction of the power grids. As a result, we can eval-

ate the impact of data-centric attacks from a more realistic per-

pective. 

We also observe that for this simulated case in particular, the

amming-the-price-signal attack is not as harmful as it appears

o be theoretically. And this observation essentially suggest that,

hen evaluating the impact of cyber attacks in the smart grid, it

s indispensable to consider the communication network character-

stics (e.g., wireless channel contention) and anomalies (e.g., mes-

age delay). Shown by this case, although the channel contention

nd message delay are generally considered as negative factors,

heir existence ironically enhanced the power grid reliability. 

.2. Impact of composite attacks 

In the previous case, we studied the reaction of the smart grid

hen the data availability is breached by the jamming the price sig-

al . We demonstrate that the impact of such attacks can be differ-

nt (i.e., less significant) than their theoretical results, when prac-

ical communication characteristics are considered. 

In this subsection, we further evaluate two composite attack

ases, to demonstrate the results when multiple attacks are com-

ined together to attack smart grid. We argue this is an very real-

stic assumption because the power grid is one of the most critical

nfrastructures, thus it is very likely that smart grid attackers are

ell prepared and will exploit every possible means to maximally

eteriorate the impact. 

.2.1. False data injection and DDoS attacks 

alse data injection attack. The healthy operation of the smart

rid relies on real-time information exchange between distributed

ower devices and control centers. For instance, the Intelligent

lectronic Devices (IEDs) located at distributed substations period-

cally report to control center of monitored system values, such as

oltages or currents, and based on these aggregated data the con-

rol center estimates the running status of the whole power grid,

nd make necessary adjustment. The implementation of this pro-

ess essentially relies on the confidentiality and the integrity of the

nformation that is exchanged between the IEDs and the control

enter. For example, an attacker who knows the operation status,

.e., confidentiality is breached, can evaluate and thus identify the

ost vulnerable parts in the grid, even worse, an attacker who is

ble to modify such information, i.e., integrity is breached, can ma-

ipulate the grid at his will and cause unpredictable demolishing

esults. In one of the recent researches, namely the false data in-

ection attack [5] , it has been identified that the state estimation

lgorithm [13,44] in the power gird, rely on which the control cen-

er estimates system states and identify any anomalies, can be by-

assed by attackers, in particular, the attacker is able to introduce

rbitrary errors into state variables without being identified by bad

easurement detection techniques. 

Since our objective is to observe the impact of such attacks

ut not to study its detailed implementations, we hereby assume

he attacker already compromised the smart meter at load l , and
15 
hus takes control of all the subsequent power devices. He com-

ands the devices to consume more power, while at the mean

ime he modifies the power consumption message from this smart

eter by means of the false data injection attack, such that al-

hough the actual power flow and current keep increasing at the

ompromised section, the control center is unable to realize this

ituation. Eventually, the current on this section exceeds thresh-

ld and causes a fault on transmission lines. The overcurrent fault

s detected by a higher level device, i.e, the IED locates at circuit

reaker 4, and informed to the control center. On knowing this

mergency event, the control center sends a trip command to cir-

uit breaker 4, and the fault is isolated. 

In this case we assume all messages in this network are de-

ivered correctly and timely. In particular, whenever an IED senses

he fault current, it sends the event to the control center imme-

iately, and the control center replies with a trip command to

pen the circuit breaker once the report is received. The only de-

ay involved in this scenario is the processing delay (message being

assed through different network layers) at each communication

ost, and transmission delay between them. 

In Fig. 6 we demonstrate the system reaction by showing the

hange on current, voltage and real power. We choose to demon-

trate the results on Section 1 and Section 3 , as classified and

epicted in Fig. 3 , because these two sections are relatively dis-

ant from the fault, i.e., load l 15 , such that we are able to un-

erstand how can a system fault impact the system as a whole.

lso the results for Section 2 and Section 4 are similar to those

f Section 1 and Section 3 , but only with different significance. In

ig. 6 we present the result in two scales, the “bird-view” scale dis-

lay the system operations before, during and after the fault hap-

ens, and the “zoom-in” scale shows specifically the time instance

hen the system is impacted. 

From the figure, we can find that although the information at

oad l 15 is distorted, the power grid still retains high resilience to

his attacks since the system fault can still be reported and reac-

ions can still be taken in time. From the bird-view figures we can

ell that there are not noticeable current disturbance on both sec-

ions, and voltage collapse is also insignificant. We zoom in the

oltage collapse of Section 1 and Section 3 and show them in

ig. 6 (b) and 6 (d), from which we can see the maximum voltage

ollapse is less than 3% of their original value, which is within ac-

eptable voltage instability range according to industry standards

voltage swing are typically required to be within ± 5% in practical

ower systems) [45] . 

alse data injection and DDoS attack. We have shown in the former

ase that the power grid possess high resilience to cyber-attacks.

n particular, although instability can be caused in the system by

ata-centric attacks, the impact is largely limited, this is because

lthough the control center is deceived at the first time and thus

nable to prevent the negative event from happening, it can limit

he damage by taking prompt reactions after the event is caused,

hanks to the inter-connected communication network in which an

ault event can be escalated by multiple components. 

This fact leads to another interesting question, which is, to what

xtent can smart grid resist to composite attacks ? In this case, we

ssume a more competent attacker who can not only modify the

onitored data, but also break into the communication network

nd apply a Distributed Denial-of-Service (DDoS) attack to slow

own the message transmission. The DDoS attack congests the

ommunication channel by overwhelmingly sending useless data

ackets to the control center and impedes legitimate message de-

ivery, which eventually makes the control center unable to in-

tantly respond to system emergencies. In this case we are inter-

sted in observing how can the DDoS attack, a classic cyber-attack,

ffect the power grid operation ( Fig. 7 ). 
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Fig. 6. Green Hub operation on Sections 1 and 3 without DDoS attack. 

Fig. 7. DDoS attack to the communication channel. 
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The cyber-domain setup of this simulation is described as fol-

lows. We assume all communication links among the communi-

cation hosts, i.e., the control center, IEDs, and attackers, are ideal,

which does not have any packet loss or message delay. And we

set the bandwidth of each link to be 10 Mbps. We choose the

bandwidth to be relatively small for two reasons. For the first,

a practical smart grid network contains far more communication

components than that is in our model, which will result in much

larger background traffic. Therefore, we set the bandwidth rela-

tively small as a compensation for such background traffics. For the

second, larger bandwidth only requires more intensity in the DDoS
ttack, e.g., more compromised hosts that send more flooding data,

hile the result, i.e., extra delays caused on legitimate messages,

an remain at the same level. Based on above two reasons, we set

he 10Mbps communication link to facilitate our simulations. 

For the DDoS attackers, we assume there are 12 communication

osts that have been compromised in the network, which are ma-

ipulated by the attacker to continuously send useless messages

o the control center, we set the data rate of each communication

ost to be 0.5 Mbps. Here we assume a relatively “mild” attack,

ecause our interests are not on studying the effectiveness of any

DoS attacks, but to observe the impact of DDoS attacks in smart

rid. And for the value we chose, it is already sufficient enough to

how a noticeable impact. We set all communications in this net-

ork to use UDP protocol, because TCP cost longer time to achieve

eliability, which does not fit such time-critical scenario. 

The simulation result is given in Fig. 8 , which shows that com-

ining with the DDoS attack, the false data injection attack can

ause more significant impact to the smart grid. As shown in

ig. 8 (a) and Fig. 8 (c), DDoS attack causes visible current distor-

ion, and voltage collapse becomes much larger as well compared

ith that in the DDoS-free case. Especially, as shown by Fig. 8 (b)

nd Fig. 8 (d), due to the extra delay introduced by the DDoS at-

ack, the voltage collapses more than 20% in both sections, which

ill further cause these two sections be disconnected for protec-

ion purpose [45] (this consequential impacts are not shown in our

imulation). 

Compare the composite attack with the single attack, we see

hat assisted by the DDoS attack, the damage of the false data

njection attack can be remarkably escalated. In order to better

nderstand the relationship between delayed messages and the

onsequent damages in the power grid, we measure the message

elays in both cases, and compare them in Table 1 . We notice

hat the DDoS attack introduces about 7 ms delay to the mes-

ages which are sent from IEDs to the control center. Although this
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Fig. 8. Green hub operation on Sections 1 and 3 under DDoS attack. 

Table 1 

Message transmission delay, row 1 shows under DoS attack, row 2 shows normal com- 

munication. 

Obj at CB CB → CC at CC CC → CB at CB 

1 CB2 t = 656 �t = 7 .182 t = 663.182 �t = 0 .135 t = 663.317 

CB4 t = 656 �t = 7 .115 t = 663.115 �t = 0 .135 t = 663.250 

2 CB2 t = 656 �t = 0 .202 t = 656.202 �t = 0 .134 t = 656.336 

CB4 t = 656 �t = 0 .134 t = 656.134 �t = 0 .135 t = 656.269 

Note: CB denotes Circuit Breaker, and CC denotes Control Center, unite is in millisec- 

ond (ms). 
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the 3rd step. 
hort delay is insignificant in most generic Internet applications, it

auses non-trivial consequences in the real-time control system in

mart grid. This result demonstrates the necessity of a secure and

eliable communication network in smart grid, as it shows even a

ata-centric attack which is considered mild in the cyber world

an result in significant damage in the cyber-physical system, it

lso justifies the stringent delay requirements that have been spec-

fied in the smart grid communication standards, such as [46,47] . 

.2.2. Load redistribution and man-in-the-middle attack 

oad redistribution attack. In this case we evaluate the Load Re-

istribution (LR) attack identified in [48] . The LR attack is a spe-

ial type of the false data injection attack which has more practi-

al constrains on the attackable nodes in smart grid. Particularly,

hile false data injection attack treats each node homogeneously,

R attack assumes that the attacker can only attack the load, i.e.,

he power consumers. Other components such as generators are

ot attackable because those critical components are usually more

ntensively protected, e.g., by physical protections such as fences

r video surveillance. Note in this attack, the attacker’s goal is not

o change the actual load, i.e., the power consumed, but to modify

he load reading, which is the monitored value that is sent to the

ontrol center. 
In this case, we assume that the attacker compromised smart

eters m 11 , m 12 , m 13 , m 15 , m 16 , and m 17 . Two critical constrains

f the LR attack are that the summation of the load readings

n the attacked area remains unchanged, which means if the at-

acker increases the reading on some meters, he has to reduce the

ame amount on others such that that summation of total read-

ngs matches the total power that is actually consumed, such that

he control center is less likely to identify any system anomaly;

nd the changed reading on each individual load does not exceed

0% of its actual load, since the more significant on the changes,

he more likely the control center will notice the existence of such

ttack. The attack scenario is shown in Fig. 9 . 

1. The attacker increases the readings on meter m 15 , m 16 , and m 17 ;

and decreases the readings on meter m 11 , m 12 , and m 13 accord-

ingly, and the total increased value at load l 15 , l 16 , l 17 equals the

total decreased value at load l 11 , l 12 , l 13 . 

2. The attack is deployed in 3 steps, each of which takes 0.1 sec-

onds. Within each step, at load l 15 , l 16 , and 17 , the attacker in-

creases their readings by 15% of their actual load, and at the

same time he decreases the same amount on the readings of

load l 11 , l 12 , and l 13 . The total change (increase/decrease) of

readings for each load is 45% of its actual load at the end of
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Fig. 9. Load redistribution attack. 
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In Fig. 9 , we use Section 2 ∗ to denote the section which is com-

prised by load l 11 , l 12 , l 13 and l 14 , i.e., section_2 excludes load l 10 

and section_4, which is the most direct victim of this attack and

therefore the results are more straightforward to be analyzed. 

The maximum threshold on feeders in both Section 2 ∗ and

Section 4 is set to be 250A. 

The simulation result is shown in Fig. 10 , in which we only

present the change on the current and power, where voltage shows

the same trend and is omitted. 

1. t = 0.5s: Attacker starts the attack. Before this time instance,

both branches are running normally and the current remains

at 210A before the attack. 

2. t = 0.5s-0.7s: Readings in Section 4 increases with 15% per each

0.1 sec, while readings in Section 2 ∗ decreases with the same

pace. 

3. t = 0.7s: Current at Section 4 reaches 253A and exceeds thresh-

old, an overcurrent message is sent to the control center. The

control center sends trip message to breaker_4, and section_4

loses power supply, as shown by Fig. 10 (a). 

On the other hand, as shown in Fig. 10 (b), because the mon-

itored load decreases in Section 2 ∗, less power is dispatched to

this branch, and consequently the current becomes lower than it

should be, which will also cause abnormal behavior of power de-

vices in this section. 

Load redistribution and man-in-the-middle attack. As shown previ-

ously, composite attacks are able to cause holistic results compared

with single attacks. In this case, we consider another classic cyber-

attack, i.e., the Man-in-the-middle attack, and further explore the

impacts of composite attacks. Specifically, we assume that at the

same time the LR attack is launched, the attacker also compro-

mises a router and applies a Man-in-the-middle attack, in which

he eavesdrops messages processed by the router, locates the “trip”

message sent from the control center to breaker_4, and modifies

the destination of the “trip” message to breaker_3. This scenario is

shown as in Fig. 11 . 

Fig. 12 shows the result of this scenario. Same as in the LR sin-

gle attack case, the attack begins at 0.5 second, and at 0.7 sec-

ond, the monitored current at Section 4 exceeds 250A, and the

control center sends the “trip” message to breaker_4 in order to

isolate the fault. However, because the attacker also compromised

the router, the “trip” message sent by the control center was redi-

rected to breaker_3. As a direct result of the redirected message,

breaker_3 trips and causes a blackout at Section 4 , which is shown
n Fig. 12 (d). On the other hand, because breaker_4 does not re-

eive the “trip” message from the control center, the circuit breaker

emains closed, which makes the feeder in Section 4 run under a

vercurrent situation. At time 1.3 s, 0.5 s after running with over-

urrent, the extra heat caused by the overcurrent causes the trans-

ission line to melt down and a line-to-ground short circuit fault

appens, which results in a disastrous impact to the whole power

rid. Fig. 12 (b) and Fig. 12 (c) show the current and power flow at

ection 2 ∗ and Section 4 , in which the current jumps more than

 times of its normal value; and the power on both branch sud-

enly dropped to negative, which indicates a reverse current flow.

s the summation of both Section 2 ∗ and Section 4 , the situation

n Section 2 is much worse as is shown by Fig. 12 (a). The current

urges from 461A to 16,600A, which is more than 30 times of the

ormal value. Such a significant change will surely cause severe

amage to all power devices that are connected in the grid, which

an serve as a starting point of a larger-area cascading failure. 

.2.3. Summary 
In these two composite attack cases, the attacker targets at

he control center instead of any practical power devices, and as

hown by the simulation results, the control center targeted at-

acks are much more destructive than those targeted on any in-

ividual power devices. This conclusion follows our commonsense,

ecause the control center is analogous to the brain of a human

eing, and a damaged brain is undoubtedly more dangerous than

ny broken limbs. Nevertheless, our study and Greenbench simula-

ion also provides insights to smart grid security study. 

First, it provides quantitative results to show the significance of

ata-centric attacks, both control center targeted and power de-

ices targeted. For example, as shown by the false data injection

nd DDoS attack, we see not only that composite attack is more

estructive than single attacks, but also that the a composite at-

ack can result in more than 10 times (in perspective of voltage

ollapse) in the consequence compared with single attack. With

hese quantitative results, we are able to compare their impact,

nd more wisely allocate our effort s on addressing the most im-

erative threats in smart grid. 

Second, more practically, even though it is impractical to en-

irely eliminate all data-centric attacks, which serve as the ideal

ptimal option, we can at least greatly limit their impacts, i.e.,

chieve the sub-optimal option, by making it difficult for attackers

o combine multiple attacks at the same time. This conclusion es-

entially sheds light on the necessity of a robust and secure quar-

ntine policy on maintaining such critical infrastructures. For ex-

mple, the Stuxnet [9] is a computer worm targets at the SCADA

ystem [49] , which is the control system used in power grids, and

uined many nuclear power plants in multiple countries in the

orld. Studies has shown that the Stuxnet worm is originally in-

roduced in to the control system by personnel with removable de-

ices, e.g., USB flash drives. It can be imagined that, although it is

ot practical to prevent attackers from exploiting vulnerabilities of

he SCADA system, since it is a generally available commercial ap-

lication, and developing malicious code to attack it, this disaster

an be at least greatly limited if a better quarantine policy is de-

loyed, e.g., strictly separate personal digital devices from access-

ng critical infrastructures. Furthermore, according to the author’s

orking experience in the industry, it is not uncommon in practice

hat the usernames and passwords for multiple servers are set to

e exactly the same, or with easy-to-guess patterns. This practice

lso greatly weakens the security level, and exposes the system to

ore potential risks. 

.3. Evaluation of countermeasures 

In this case we evaluate and discuss one possible countermea-

ures regarding data-centric attacks stated above, which is the au-
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Fig. 10. Load redistribution attack simulation in Greenbench . 

Fig. 11. LR attack and Man-in-the-middle attack. 
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a  
hentication . Authentication is a common practice in modern com-

unication networks to guarantee the authenticity of the message.

uthentication can be implemented in multiple means [50] , and

ome of the most generally used methods include using cryptogra-

hy, i.e., encrypt the message with a key that is only known to

he message sender and the receiver, or using the message au-

hentication code (MAC), which generates a unique value based on

he message and the key shared by the sender and the receiver.

lthough there is no doubt that message authentication can pre-

ent messages from being tampered by attackers, the concern here

s the extra delay that is caused by running the algorithm, i.e. as

e have shown in the false data injection and DDoS attacks , smart

rid is so time-critical such that merely 7 millisecond delay is able

o make significant difference in the power grid. In this case we

valuate a case which implements data authentication , and observe

hat whether authentication can benefit smart grid. 

We build this case based on the false data injection attack that is

emonstrated above, and we briefly revisit the case here. Remind

hat in the false data injection attack , the attacker compromised the

eter m 15 , and causes a fault in the system. This fault is immedi-

tely detected by the IED located on breaker_4, and reported to the

ontrol center. And the control center then sent the “trip” message

o breaker_4 and isolated the fault. In that case, we did not assume
ny authentication is applied between the communication of the

ontrol center and the breaker_4, therefore, messages exchanged

etween them may be tampered by attackers who is able to inter-

ept the message, such as by the Man-in-the-Middle attack. In this

ase, we assume data authentication is implemented on the com-

unication between the two components, and evaluate whether

he authentication delay is acceptable in smart grid. 

In this case we choose to implement the Hash-based Message

uthentication Code (HMAC) [51] with slight variations to facilitate

ur simulation. We assume that the breaker_4 and the control cen-

er share a secret key (denoted as key ), and for each message to be

xchanged between them (denoted as msg ), they will calculate the

MAC as H ( key �msg ), where H ( · ) denotes the hash function [52] ,

nd we choose to use the SHA1 [50] as the implementation, which

s one of the most widely adopted hash functions. The HMAC will

e sent along with the original message, and the message is veri-

ed by the receiver by recalculating the HMAC based on the mes-

age and comparing with the one that was received. 

In order to obtain a practical value of the algorithm running

ime, we conducted experiments with physical devices described

s follows. We use a laptop (Intel Core i7 2.9Ghz, 4GB mem-

ry, running Ubuntu 12.04LTS) as the representation of the control

enter, in the meantime we use a relatively high-end (compared

o current commercial devices in industry such as [53–55] ) ARM

ased embedded computer (ARM9 500MHZ, 128MB memory, run-

ing tx-linux2.6.21) as the representation of the IED located on the

ircuit breakers. 

We emulate the communication scenario stated before my let-

ing the IED generate a message and calculate the HMAC, and send

he message along with its HMAC to the control center. The con-

rol center will re-compute the HMAC to verify the authenticity of

he message, and then generates another message, calculates the

MAC and sends both the message and its HMAC to the IED, and

he IED will run the algorithm again to verify the message. 

We choose the message length to be 240 Bytes, which is the

acket size of the Modbus protocol [56] , a communication stan-

ard generally used in power grids. Note that the packet size can

ary for different commercial implementations, and it is not our

ntention to match exactly to practice, nevertheless, we argue that

40 Bytes is a reasonable size considering a message should at

east contains various high-precision values such as voltage, cur-

ent, phase, frequency, etc. 

We measure the total delay from the beginning the IED gener-

tes the message, to the end when it successfully verified the mes-
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Fig. 12. LR attack and Man-in-the-middle attack. 

Fig. 13. Authentication delay causes significant voltage collapse during smart grid emergency. 
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sage replied by the control center, which is 3.9 ms according to our

experiment, and add this extra delay into the Greenbench simula-

tion. We present the simulation result in Fig. 13 , in which we omit

the “bird-view” figures as they are very similar to those shown in

Fig. 6 and Fig. 8 . 

From Fig. 13 we observe very interesting yet counter-intuitive

results, i.e., the delay caused by the HMAC calculation can also

cause very serious system instability, although slightly better than

the DDoS case shown in Fig. 8 . The voltage collapse for 20% and

18% percent in Section 1 and Section 3 , which are not acceptable
alues as in most case the voltage variation is allowed within only

% in practical power systems. 

As a summary, in this case we evaluated a countermeasure

hich is generically used in Internet application to enforce mes-

age authentication, i.e., the Message Authentication Code. Ironi-

ally, the result shows that conventional cyber-attack countermea-

ures may not be directly used in the paradigm of smart grid,

ainly because the smart grid is extraordinarily sensitive to de-

ays. This observation suggests the necessity of smart grid specific

ecurity solutions are under high demand. 
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Fig. 14. Jamming attack in IEEE 57-bus system: large amount of load change does 

not cause noticeable distortion on any curves, in both single-domain and Green- 

bench simulations. 
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.4. Extended study: large scale smart grid 

An intuitive yet non-trivial question regrading the impact of

ata-centric attacks lies in the scale of the power grid. In a larger

cale power grid in which substations are connected to a larger

rid, the same attacks may not be able to result in the same sig-

ificance as they did in the Green Hub. Therefore, it is necessary

o evaluate and understand the impact of data-centric attacks in

 larger scale power grid. To this end, we build the IEEE 57-bus

ower transmission system [57] in Greenbench , and we pick the

amming the price signal attack, and the false data injection attack

hat have been evaluated on the Green Hub, as two representative

ases, in order to study the impact of data-centric attacks in larger

cale smart grid. Since the IEEE 57-bus is a standardized power

rid models that are used in many research works, and its de-

ailed information, such as topology and bus/line parameters, are

ommonly available online (such as [57] ), we skip the description

f this system, and directly refer to the index/name of buses and

ransmission lines in the following description. 

.4.1. Jamming the price signal attack 

In order to make a significant load change, we pick the top

hree buses which are connected to the largest load in the sys-

em, which are Glen Lyn, Clinch Rv and Saltville , these three

uses consume more than half of the power in the system

648MW/1250.8MW). We simulate this system in Greenbench fol-
Fig. 15. False data injection attack in IEEE 57-bus system: noticeable system 
ow the same procedure as has been conducted previously, and we

resent the simulation result in Fig. 14 . Note that since the IEEE

7-bus system contains 57 buses and 81 transmission lines, it is

or feasible to demonstrate the change of parameters at every line

r bus. Therefore, we randomly choose the transmission line be-

ween bus b 13 and b 14 , and present the voltage, current and power

hange on this line. During our simulation, we also measured other

ines, which shows similar trend but only with different value, thus

hese results are omitted here. 

Surprisingly, although the portion of load change in this case

i.e., more than 50%) is larger than that in the Green Hub case, the

imulation does not show any visible distortion for current, volt-

ge or power, with (i.e., Greenbench simulation) or without (i.e.,

ingle domain simulation) communication delays. As a matter of

act, The simulation result for both Greenbench simulation and sin-

le domain simulation are exactly the same as shown in Fig. 14 ,

hich indicates that the IEEE 57-bus system is less sensitive to

arge load change, and one possible reason could be this system

s powered by multiple generators and thus the load change can

e off-loaded by all of them, instead of the Green Hub which has

nly one generators. 

.4.2. False data injection attack and DDoS attack 

Remind that in the previous study of the false data injection at-

ack , the attacker managed to cause a overcurrent fault on a trans-

ission line. Further, in the DDoS attack case, we demonstrated

hat because an extra 7 ms delay is caused by this attack, the

ower system undergoes severe instability. We hereby simulate a

imilar scenario in the IEEE 57-bus system. In particular, we as-

ume that with the same attack, the attacker causes overcurrent

n the line between bus b 23 and b 24 , which is a randomly cho-

en location in the system. We first show the result with only

rocessing and transmission delay in Fig. 15 (a). We observe that

 larger scale system is less sensitive to the false data injection at-

ack. For instance, in Fig. 15 (a) we can see the voltage drop is less

han 1.5%. We further simulate the DDoS case in this system, and

e notice that for the 7 ms delay that resulted in significant volt-

ge collapse in Green Hub, it is unable to make any visible change

ompared to the result of the DDoS-free case. In order to identify

he resilience of this system to message delays, we manually in-

rease the message delay in the OMNeT++, and find out that the

eaction of the power system begins to generate slight changes

nly when the delay is larger than 30ms, and the result is shown

n Fig. 15 (b). 
change happens only when communication delay is larger than 30 ms. 
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4.4.3. Summary 

In this section, we studied the impact of data-centric attacks in

a larger scale power system, i.e., the IEEE 57-bus system. Compared

with the Green Hub, which represents a power distribution system

with relatively lower voltage and fewer buses, the IEEE 57-bus sys-

tem is a power transmission system that covers larger geographic

area, and has much higher voltage and more buses and generators.

Our Greenbench simulation shows that while communication delay

is extraordinarily critical for the Green Hub, the IEEE 57-bus sys-

tem is less sensitive to delays. This observation, however, does not

indicate data-centric cyber-attacks are trivial in large-scale smart

grid. 

For the first reason, the power system is comprised with nu-

merous small-scale distribution systems, if the attacker is able to

breach multiple small-scale distribution systems, large scale sys-

tem outage can still be expected. Further, as it is the distribution

system which directly serves power to customers, tremendous loss

can be caused if the attacker choose to attack the distribution sys-

tem that contains critical loads, such as hospitals or data centers.

For the second reason, in practice more serious attacks can be de-

ployed compared to those have been showcased in this paper. For

instance, we simulated a mild DDoS attack which only slightly in-

creases communication delay at the milliseconds level, practically,

however, DDoS attack can easily cause complete paralyze of the

communication network. 

5. Conclusion 

In this paper, we studied the threats of data-centric attacks

and effectiveness of cyber-attack countermeasures. We developed

Greenbench , the cross-domain simulation benchmark to evaluate

their impacts to the power grid. To leverage our understandings

toward such attacks, we carry out case studies, which cover con-

fidentiality, integrity, availability and authenticity aspects of data

security, and evaluate them on Greenbench . Our results convey in-

sights and instructive suggestions for solving smart grid security

issues, from perspectives of both academic researches and indus-

trial applications. 
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