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On Characterizing Information Dissemination During
City-Wide Cascading Failures in Smart Grid
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Abstract—Although the smart gird is expected to eliminate cas-
cading failures with the help of real-time system monitoring and
control, it is yet unknown whether its underlying communication
network is fast and reliable enough to achieve this goal. In this
paper, we take an in-depth study on this issue by addressing three
specific questions: 1) what is the evolution process of information
dissemination and fault propagation in the smart grid?; 2) how
to quantify the impact of cascading failures?; and 3) what are the
conditions that information dissemination becomes either a booster
or an adversary in mitigating cascading failures? To answer these
questions, we build an innovative framework, the cascading failure
with communications framework, to consolidate both communica-
tion networks and power grids, and provide quantitative evaluation
on the impact of cascading failures. By studying and observing the
progress of cascading failures in two city-wide power grids, we
find that information dissemination is not always the winner in
the race against fault propagation. Particularly, while fast and re-
liable communications can help in mitigating the consequences of
cascading failures, anomalies such as massage delays may weaken
its capability. Moreover, severely under-achieved communications,
counter-intuitively, can even exacerbate the consequence of cas-
cading failures.

Index Terms—Communication networks, computer networks,
cyber-physical systems, power system faults, power system protec-
tion, smart grids.

I. INTRODUCTION

CASCADING failure is one of the most critical issues in the
power system because it can lead to large area blackouts.

The initiation of a cascading failure can be sporadic and acciden-
tal, such as a lighting striking and disconnecting a transmission
line. If not being handled properly and timely, the disconnected
transmission line may cause power flow redistribution, and po-
tential overload and failure on other remaining lines.

Seemingly intuitive, cascading failures are extremely difficult
to prevent [1] and can cause huge loss [2]. A closer inspection
of recent large-scale blackouts reveals that one major cause of
such events is the lack of real-time information exchange on a
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Fig. 1. Example of information dissemination and fault propagation.

fast and reliable communication network [2]. This fact indicates
that there is an urgent need to revamp the legacy monitoring
and control systems to scale down, if not to eliminate, similar
incidents in the future, and such a demand in essence calls
for integrating advanced communications into next-generation
power systems, i.e., the communication-assisted smart grid.
With an advanced communication network, a system fault
can be quickly located and isolated, thus, the further fault
propagation can be eliminated. In this regard, there is no doubt
that the concept of the smart grid is promising in mitigating or
even preventing cascading failures.

This promising welfare, however, is based on an underlying
assumption that communication networks can always achieve
beneficial objectives in the smart grid, and this very assumption
serves as the basis of most studies on cascading failures [3],
[4]. Particularly, the communication network is first assumed
to be ideal, i.e., with zero-delay and zero-packet loss, and ad-
vanced power system management schemes are then developed.
In practice, however, messages in a communication network are
subject to random delay, loss, or even cyber-attacks [5], which
makes the ideal communication assumption doubtable. In this
paper, we take an in-depth study on information dissemination
against fault propagation in smart grids.

An example of this study is demonstrated in Fig. 1. The oc-
currence of the initial failure triggers a series of reactions in two
domains. In the cyber domain, a failure is detected by the nearest
monitoring devices and reported to a control center. The control
center makes load shedding decisions and sends commands back
to the controllers, trying to stop the fault propagation by shed-
ding loads on buses. In the physical domain, the initial failure
causes the power flow on remaining lines to gradually change
(either increase or decrease), and potentially causes more fail-
ures due to overload. And the eventual consequence depends on
whether information dissemination is fast enough to halt fault
propagation in the power grid.

Our approach is to study the following three specific
questions.
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1) What is the evolution process of information dissemina-
tion in communication networks and fault propagation in
power grids?

2) How to quantify the impact of cascading failures?
3) What are the conditions that information dissemination

becomes either a booster or an adversary in mitigating
cascading failures?

To quantitatively evaluate the impact of cascading failures,
we build an innovative framework, i.e., the cascading failure
with communications (CFC) framework, to integrate both
the communication network and the power grid for the
system-wide simulation study with realistic settings. Based
on the CFC framework, two city-wide power grids, IEEE
14-bus [6] and FREEDM 18-bus [7] systems are investigated.
We observe that information dissemination does not always
outrun fault propagation in the smart grid. In particular, we
find that although fast and reliable communications can help
in mitigating the consequence of cascading failures, anomalies
such as massage delays can weaken its capability. Furthermore,
severely under-achieved communications with extra long
delays, ironically, may even exacerbate the consequence. To
the best of our knowledge, it is for the first time that the race
between the communication network and the power grid is
systematically investigated with a wide range of settings.

The rest of this paper is organized as follows. In Section II,
we review the background of cascading failure in smart grid,
and related work in cascading failure study. In Section III, we
introduce in detail the development of the CFC framework.
In Section IV, we implement the CFC framework, and use it
to evaluate the impact of cascading failures on two city-scale
smart grids, and present and analysis the simulation result in
Section V. Finally, we conclude our work in Section VI.

II. BACKGROUNDS AND RELATED WORK

Topological modeling is the most widely used approach in
recent cascading failure studies. In such modeling, the power
system is modeled as a graph, where the substations or buses,
are denoted by vertices, and the transmission lines are denoted
by edges.

To start with, the power system is assumed to be running
under steady state, in particular, power generation is sufficient
to accommodate the consumption, and the power flow on trans-
mission lines are blow their capacity. The numerical value of
power flow on each transmission line under the steady state,
i.e., the “predisturbance” power flow, can be calculated follow-
ing classic power flow models, such as the direct current (dc)
power flow model [4], [8], or the alternating current (ac) power
flow model [9], [10].

The massive cascading failure usually starts with a small
scale, or even single-point failure, which serves as the “trigger
event.” In the real-world power system, such triggering fail-
ure can be the result of various reasons, including inclement
weather (e.g., lighting strikes), hostile natural environment (e.g.,
tree limbs touches or falls on transmission lines), and system
malfunction (e.g., inadvertant device failure). For the purpose
of cascading failure studies, however, it is not a big concern
of the actual cause of a triggering event. Rather, we are more
interested in understanding how such initial failure propagates

across the system and causes more failure. Thus, in most existing
simulation-based cascading failure studies, the initial failure is
realized by selecting and removing a transmission line from the
topological power system [4], [8], [10].

We use a 4-bus power system to demonstrate the commence-
ment and progress of a cascading failure in Fig. 2. As shown
by step t = t0 in Fig. 2, we assume that line l1 failed and is
removed from the graph at time t0, which necessitates the load
on l1 to be carried by remaining lines, and the actual value of
which can be recalculated according to the power flow model
as mentioned above. As a result of the load redistribution, it is
likely some lines are added with more load than that they can
carry. Such lines are considered overload and will be removed
from the system again, which causes even more load to be added
to even less remaining lines. Consequently, more overload and
failure may occur to the system. As shown by step t = ti in
Fig. 2, the failure of line l1 causes failure on line l2 at time ti .

The failure of line l2 causes generator G2 to be isolated and
consequently a power supply deficiency, i.e., power generation
is less than power consumption. In this case, load shedding [11],
[12] needs to be applied to regain a new balance of the system.
In conventional power grids, load shedding is conducted with
a preset manner, in which all loads have preconfigured priority,
and it is always the load with the lowest priority be shed first,
regardless of how much such actions contribute in stopping
the failure propagation. Since the objective of the conventional
load shedding is to re-establish power balance rather than
dismiss transmission line overload, it is not guaranteed that
overload, and thus failures, can be eliminated from the system.
As shown by step t = tii in Fig. 2, although power balance
is achieved by shedding load on buses b3 and b4, line l3 still
becomes overloaded and fails.

On the contrary to conventional load shedding, smart grid
affords intelligent load shedding [11], [13] by enabling criti-
cal information exchange among power devices. As shown by
steps t = t1 and t = t2 in Fig. 2, the initial failure on line l1 is
detected and immediately reported by adjacent intelligent elec-
tronic devices (IEDs) to the control center, which then calculates
an optimal solution that achieve multiple objectives including
minimizing the cost of load shedding, regaining generation and
consumption balance, and eliminating transmission line over-
load. This solution is then disseminated to all IEDs in the form
of commanding messages. On receiving these messages, buses
shed load as required and the cascading failure will be com-
pletely stopped beyond time t2. This whole procedure seems
plausible at the first glance, and as a matter of fact, it serves
as as one fundamental assumption to most existing works in
cascading failure study [4], [8], [10]. However, a critical factor
that has been neglected in this procedure is the timing com-
parison between the message dissemination in the communica-
tion network, and the fault propagation in the power grid. As
shown in Fig. 2, since the load shedding calculation is based
on the information of failure on line l1 and aims at stopping
the failure that will happen on line l2, if all messages can be
correctly delivered on time, i.e., if t2 ≤ ti , the cascading failure
can be dismissed. If it is not the case, however, the cascading
failure may not be completely stopped, and the fault will keep
propagating.
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Fig. 2. Cascading failures in conventional power grid, and communication-assisted smart power grid.

Based on above demonstration, we argue that to understand
the practical impact of cascading failures in the smart grid,
it is critical to effectively evaluate and study the competition
between the message dissemination and fault propagation with
realistic settings. In the following, we showcase our approach
in tackling this problem, and the conclusions drawn from our
study.

III. CFCS FRAMEWORK

In this section, we introduce the CFC framework, which in-
cludes the power grid system part, the communication network
part and key modules to integrate the two systems together.

A. Modeling of Power Grids

Our objective is to consolidate the process of fault propaga-
tion in the power grids and the message dissemination in the
communication networks, such that their real time interaction
can be characterized. This objective essentially necessitates a
new approach to inspect the power system from a time-wise per-
spective. During the progress of a cascading failure, the power
system changes both topologically (e.g., a failed line will cause
the removal of an edge from the graph) and numerically (e.g.,
load shedding will change the values of power injection on
buses, and power flow on lines). To capture this dynamic sys-
tem change, we model the power system with a graph whose
status varies over time.

Denote a power system with n buses and m transmission lines
by a directed graph G = (B,L), where B = {b1, b2, . . . , bn} de-
notes the set of buses, and L = {l1, l2, . . . , lm} denotes the set
of lines. The topological evolution of this graph, i.e., the power
grid, can be tracked by its incidence matrix at any given time
t . More specifically, the incidence matrix of a directed graph is

an n × m matrix, in which each column i has only a “1” and
a “−1,” indicating the origin and ending nodes of the i th line.
Therefore, if a line fails at time t , the corresponding column
in the incidence matrix will be set to all 0. In our framework,
the incidence matrix is a time-varying process that denotes the
change of the power system over time.

B. Modeling of Communication Networks

We model the communication network as another graph that
can be either dependent or independent from the power grid,
and associate each bus in the power system with one IED in the
communication network. Although in practice a substation con-
sists of multiple sensors, controllers, and communication hosts,
we hereby assume one IED on each bus as a symbolic aggrega-
tion for all monitoring and control components for simulation
purpose. The IED equipped on a bus is in charge of monitoring
bus operation, communicating with and executing instructions
from the control center. The architecture of such a network can
be either centralized, in which one control center governs all
IEDs, or distributed where multiple control centers cooperate
and control the overall system.

C. Comprising Modules of the CFC Framework

We demonstrate the CFC framework in Fig. 3. The imple-
mentation of this framework is based on iterative simulation.
Each iteration takes six steps to complete, while each step is
comprised with one or few modules, which are summarized in
Fig. 4, and described in the following.

Step 1: Failure Initiation: In the failure initiation step, the
failure initiation module is used to decide how, when, and where
a cascading failure is to be triggered, as has been discussed in
Section II.
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Fig. 3. CFC framework.

Fig. 4. Simulation sequence in each iteration.

Step 2: Failure Detection: The failure detection module is
used to decide when and how an overloaded line will be re-
moved. After the removal of overloaded lines, the power redis-
patch will be recalculated by the power flow module, which can
be either the dc or the ac power flow model.

Meanwhile, the physical failure delay module will be used to
determine the time interval (denoted as τp) after which the next
failure(s) will happen. Note this time also defines the time span
of current simulation iteration.

Step 3: Failure Report Delivery: Failure events will be re-
ported from IEDs to the control center, and the message delay
module is used to determine the properties of the communication
channel such as message delay and packet loss.

Step 4: Intelligent Load Shedding Calculation: The control
center is aware of the system topology at the beginning, and
will update its knowledge each time it receives a failure report.
At this step, the control center will calculate load shedding, not
based on what is really happening in the system, but on its own
knowledge. Remind that because of the delay of event report
messages, the control center may not be able to know the exact
system topology at this time.

The Intelligent Load Shedding Module chooses the load shed-
ding algorithm. For instance, the load shedding can be per-
formed as solving an optimization problem, which retains the
most possible load in the system while eliminating all possible
overload on existing lines [8], [14].
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Step 5: Control Message Delivery: The result of the intelligent
load shedding calculation is a vector that contains the value of
load shedding on each bus, and this message is then disseminated
by the control center to all IEDs. The message delivery module
is applied again on these control messages.

Step 6: Load Shedding and Power Redispatch: Load will be
shed immediately when it is received at corresponding buses,
and Power Flow Module will be used again for power redispatch.
This power redispatch may cause overload and failures on more
lines (that will happen at time τp), which serve as the first step
of the next iteration.

At this time, it is possible that some messages, including
both failure reports and control messages, may have not been
delivered, and all undelivered messages will be carried on to the
next iteration.

The iteration of the simulation will continue until at least one
of the following three criteria is met:

1) no more overload exist on any lines;
2) all lines have been removed;
3) all generators have been isolated.

D. Summary

In this section, we demonstrate the modeling of the CFC
framework. The modular design of the framework provides
flexibility such that different modules can be chosen to meet
various objectives. For instance, message delays in the mes-
sage delay module can be set as simple as a constant value,
and the power flow module can be either dc or ac power flow
model to achieve different accuracy. This framework can also
be adapted for more complex system interactions, such as the
interdependent networks [15], in which the power grid and the
communication network depend on each other and the failure in
one domain impacts the other.

IV. FRAMEWORK IMPLEMENTATION

In the previous section, we have described the modeling of
the CFC framework, and demonstrated in Fig. 3 that how this
framework can capture the real-time interaction between the
power system and the communication network. In this section,
we implement this framework in order to observe and evaluate
this interaction.

A. Power System Prototypes

A practical question of cascading failure study lies in the
scale of the power systems. The power system is one of the
largest and most complicated infrastructures, which is deployed
nation-wide and contains hundreds of thousands of intercon-
nected power devices. On the other hand, however, in the mi-
croscopic perspective the power grid consists of numerous au-
tonomous small grids that are run by local utility companies.
Therefore, it is critical to find suitable scale of the smart grid to
carry out cascading failure studies.

In this paper, we choose to study the cascading failure based
on power systems with the city-scale, i.e., systems with the size
comparable to a city area, for the following reasons.

Fig. 5. Empirical CDF of “demand loss” and “customer affected” for blackout
events happened during 2002 and 2015 in the U.S.

First, by analyzing historical data of electric disturbance
events in the recent decades [1], we observed that most blackout
events happen in the city scale. In Fig. 5, we present the empiri-
cal CDF of the demand loss and affected customers of blackout
events during 2003 and 2015 in the US. We observe that more
than 90% events have their demand loss less than 1000 MW and
the number of affected customers less than half million, which
typically fits a medium-sized city.

Second, large scale blackouts are usually results of multiple
causes, e.g., human errors and control software bugs played
important roles in the 2003 Southeast Blackout [2], which are
difficult to be accurately modeled.

Based on above two reasons, in this paper, we choose to
study two city-scale systems, namely the the FREEDM 18-bus
system [7] and the IEEE 14-bus system [6]. The FREEDM 18-
bus system (also known as the GreenHub) is built at the NC State
University for smart grid research, which contains 18 buses and
24 transmission lines. Meanwhile, the IEEE 14-bus system is
a generic power system model that has been widely used for
power system study. The detailed information for both systems
can be easily found in recent literatures such as [7] and [6], and,
therefore, is omitted here.

B. Communication Use Cases

We adopted a centralized control scheme since we are study-
ing a relatively small scale power system. In particular, we
assume that there is one control center in both systems, and
each IED has a direct link to the control center to achieve the
best communication performance. We develop four communi-
cation use cases to study the reaction of cascading failures to
communications with different delay performances.

1) Ethernet Communication (EthBase): In this case, all
IEDs and control center are directly interconnected with high-
speed Ethernet links. The data rate for each link is set to be
10 Mbps. Each IED sets up a TCP session with the control cen-
ter and periodically sends system updates. The sample rate (i.e.,
message sending rate) is set as 50 samples per second according
to practical power devices [16], [17], and the size of a message
uniformly distributes between 256 and 2560 bytes, i.e., 1 and
10 Modbus packets [18].

2) Ethernet Communication Under Distributed Denial-of-
Service (DDoS) Attack (EthDos): Cyber security is one of the
biggest concerns in the smart grid [19], and in this case we con-
sider the communication network that is under cyber-attacks.
In particular, based on the Ethernet network stated above, we
assume an attacker launches a DDoS attack, i.e., the attacker
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breaches the communication network, and intensively sends use-
less data to cause congestion on the communication channel. In
this case, we assume there are four attackers who send messages
with length uniformly distributed between 5K and 10K bytes,
and the time interval between two messages is uniformly dis-
tributed between 0.01 and 0.001 s. Note that this setting result a
rather “mild” attack, nevertheless, it is intensive enough to slow
down the legit message exchange, and make significant impact
to the procedure of stopping a cascading failure.

3) Wireless Communication (WifiBase): Because of its ubiq-
uitous availability, the wireless technology such as Wifi or 3G
is desirable to be integrated in smart grid operation [20]. Never-
theless, concerns also rise that it may not be suitable for critical
infrastructures because it is slower and less reliable compared to
wired communication. In this case, we assume that IEDs com-
municate the the control center via wireless communication
instead of wired link. We set the Wifi standard to be 802.11 g,
which provides 54-M bandwidth.

4) Wireless Communication Under DDoS Attack (WifiDos):
In this case, we study the performance of wireless communi-
cation that is under DDoS attack as well. We assume the same
intensity of DDoS attack as in case 2. In particular, each legiti-
mate host sends messages with size ranging from 256 to 1024
bytes (uniformly distributed), with the frequency of 50 mes-
sages per second using 802.11-g standard. And there are four
malicious hosts who send messages with the size uniformly
distributed between 5K and 10K bytes, and sending interval
uniformly distributed between 0.01 and 0.001s.

C. Implementation of CFC Modules

1) Failure Initiation Module: At the beginning of each sim-
ulation, we randomly choose one line and disconnect it to serve
as the initial failure.

2) Power Flow Module: We choose to use the dc power flow
model in this implementation, which provides a good balance
between accuracy and complexity, and is also used in most
existing cascading failure studies [4], [8], [14]. To facilitate
further illustration, we hereby denote the power flow as a vector
F = [ f1 f2 . . . fm], where m is the number of transmission lines
in the power system before any failure happens, and | fi |, i ∈
[1, m] is the value of power flow on line li , while the polarity of
fi indicates its direction.

3) Failure Detection Module: Assume a power system is
running at stable state, i.e., the power flows have reached equi-
librium and do not change on all lines, denote the vector of
stable power flow as

F̂s = [ f̂1 f̂2 . . . f̂m] (1)

in which f̂i , i ∈ [1, m] is the power flow on the i th line.
Accordingly, denote the vector of power flow threshold as

F̂th = [ε1 f̂1 ε2 f̂2 . . . εm f̂m] (2)

where εi , i ∈ [1, m] is called safety factor, which determines
line li ’s tolerance to overload. Intuitively, a larger value of
εi means the system is more robust against failure, however,
in the meanwhile more system capacity will be wasted. We

choose εi = 1.1,∀i in this study for better demonstration pur-
pose, which also complies with existing study [4].

4) Load Shedding Module: The load shedding [21] can be
formulated as an optimization problem, whose objective is to
minimize the cost of load shedding while maintaining the bal-
ance between power generation and consumption.

The objective of optimal load shedding can be written as

min �∀b j ∈B(w j · |�p j |) (3)

where �p j , for j ∈ [1, n], is the load to be shed on the j th
bus, and w j is the unit cost for load shedding (e.g., dollars per
kilowatt), which is used to differentiate load priorities and is set
as w j = 1,∀ j in our study. The optimization in (3) is subject
to constraints of power balance, generation, and load capacity,
as well as overload requirements [4], [8]. It is then solved with
classic linear programming solvers.

5) Message Delay Module: The delay of each message in
such a homogeneous network is assumed to be an identically
and independently distributed (i.i.d) random variable, and we
obtain its distribution using real-time simulations. In particular,
we model and simulate the communication network within OM-
NeT++ [22] according to the topology of the power system and
the communication use cases. We then collect message delays
during the simulation as samples and use curve fitting to find
the empirical distribution.

6) Physical Fault Delay Module: It is critical yet challeng-
ing to find the accurate value of τp, i.e., the time interval between
two consecutive failures. Because of the complexity of power
systems, it is computationally unfeasible to exhaustively iden-
tify all possible combinations of the line failure sequences, and
record the exact time for each combination. In this implemen-
tation, we assume τp between any two consecutive failures is
an i.i.d random variable, and use real-time simulation to find its
distribution.

In particular, we build the power system in PSCAD [23], a
high-fidelity power system simulator. To start with, we begin
the simulation and allow the power system to operate until it
reaches steady state. Then, we choose one transmission line
from the system and trip it to serve as the initial failure. We
monitor all other transmission lines concurrently, and record the
time when the power flow on these lines exceed their capacity
(1.1 times of power flow in steady state), if the overload ever
happens. We run this simulation multiple times with each time
choosing different lines to trigger the cascading failure, and use
the collected sample time to fit for an empirical distribution.

It is worth noting that in this setup we do not consider the
reaction time of relays and circuit breakers. In a real-power sys-
tem, different types of relays are deployed at different location
to serve different purposes. And the reaction time of relays can
ranging from less than 1 ms, e.g., with the solid state relay, to
10 ms or even longer for conventional mechanical relays. Thus,
assuming a relay reaction time on each bus not only causes ex-
cessive complication to the simulation procedure, but also makes
the study overly scenario dependent. Furthermore, including the
relay reaction time does not change the fact that possibility still
exists where a control message comes later than physical fault,
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therefore, it won’t affect the nature that cascading failure cannot
be stopped under imperfect communication.

D. Simulation Implementation

The simulation is conducted in MATLAB. The implementa-
tion of the framework includes the follow steps.

1) Matrix-Representation of the Power System: The power
system is abstracted into an incidence matrix. Particularly, a
power system with n buses and m edges formulates a n × m
matrix. Each of the m columns of the matrix represents the
beginning and ending of a transmission line, e.g., if line l1

begins from bus b1 and ends at b2 (the direction of a line can
be arbitrary chosen and won’t affect the result), then the first
column of the matrix will have the first element as 1, the second
element as −1, and all other elements as 0.

2) Power Flow Calculation: The power flow on each trans-
mission lines can be calculated with knowledge of the incidence
matrix, and the power injection on each bus. The detailed pro-
cedure is omitted, which can be easily found in the literature,
such as [4].

3) Overload Detection and Load Shedding Calculation:
When a line is tripped, it is removed from the graph, which
changes the topology. Accordingly, the column representing the
tripped line will be erased from the incidence matrix (in case
a bus is completely isolated, the row that representing the bus
will be erased).

Then, power flow on remaining lines will be recalculated,
based on the principle in the previous step. The new power flow
will be compared with a line’s capacity, and overloaded lines
will be marked.

In the meanwhile, load shedding algorithm will be running to
calculate which bus will shed load, and how much load need to
be shed, such that all overload can be eliminated.

4) New Failure Occurrence: A physical fault delay is as-
signed to each overloaded line to represent the time when the
line will be tripped.

On the other hand, the result of the load shedding calculation
will be sent to buses whose load will be shed, and each such
message is assigned with a message delay.

Whenever a message arrives at a bus, load will be shed at that
bus, and power flow will be recalculated accordingly. When this
procedure hits the time instance when a line ought to fail, this
line will be tested again for overload. If this line is still under
overloaded condition, the line will be tripped and triggers a new
round of failure.

V. SIMULATION RESULT

We evaluate the result of cascading failures with two metrics,
i.e., the percentage of overloaded lines, and the percentage of
lost load.

Definition 1 (Percentage of overloaded lines): The percent-
age of overloaded lines at time t , denoted as N (t), is defined
as

N (t) = �i≤k Ni (t)

k · m
(4)

in which m is the number of lines in the power system at the
beginning, Ni (t) is the number of overloaded lines at time t in the
i th simulation run, and k is the total number of simulation runs.
Denote N = N (∞), i.e., the percentage of overloaded lines at
the end of a cascading failure.

Similarly, we define the percentage of lost load as follows.
Definition 2 (Percentage of lost load): The percentage of

lost load at time t , denoted as P(t), is defined as

P(t) = �i≤k Pi (t)

k · Ptotal
(5)

in which P(t) is the amount of load that has been lost (shed due
to load shedding, or disconnected due to line failure) at time t
in the i th simulation run, and k is the total number of simulation
runs. And Ptotal is the summation of total load in the original
power grid. Denote P = P(∞), i.e., the percentage of lost load
at the end of a cascading failure.

The simulation was carried on MATLAB, and for each setup
in the following, the results were averaged over 25 000 simula-
tion runs. Since most results for the 14-bus system and Green-
Hub follow the same trend but differ only in the value, in the
following we only discuss the results for GreenHub. The result
of the 14-Bus system is provided as a reference in the Appendix.

A. Does Communication Help? How?

In prior to answer these questions, we first present the com-
parison of the message delays in four communication cases and
the physical delay in the power grid, such that the readers can
gain an intuitive sense on their performances. We plot the curve-
fitted distribution for all four cases in Fig. 6(a), from which we
can observe that among four cases, EthBase has the best delay
performance, and the case WifiDos has the worst.

1) Aggregated Results: In Fig. 6(b) and (c), we plot N (t)
and P(t) for the GreenHub under 4 use cases.

By looking at Fig. 6, our first intuition is that communications
with shorter delays do help on mitigating the consequence of
cascading failures. As shown in all figures, the EthBase case
achieves much better performance, i.e., smaller value in both
N (t) and P(t), than other three cases.

We also notice that, for the first few milliseconds, the dif-
ferences between the four cases are almost indistinguishable.
Taking Fig. 6(c) as an example, for the first 6 ms, all four lines
have almost the same value, which means during this period of
time, physical fault is the dominant force, and the improvement
on communications can hardly provide any benefit. Therefore,
we can conclude that excessive upgrade on communication net-
works may not be able to provide increasingly better results.

For the third observation, we find that the differences between
all cases tend to diminish as the delay performance becomes
worse. Therefore, the contribution of communication networks
does not have a linear relationship with their performances.
This can be explained by observing the message delay distribu-
tion compared with physical fault delay distribution in Fig. 6(a).
Since the value of N (t) or P(t) essentially depends on the prob-
ability that the message delay is shorter than the physical fault
delay, as the messages delay getting larger, this probability
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Fig. 6. N (t) and P(t) for FREEDM 18-bus system. (a) PDF of physical delay and message delay. (b) N (t) for GreebHub. (c) P(t) for GreenHub.

TABLE I
MEAN, MIN, MAX VALUE FOR N AND P OF GREENHUB

Case Mean Max Min ≥ NoComm Max

Ni , i ∈ k NoComm 7.50 15 4 -
EthBase 3.29 20 1 291/25 000 (1.2%)
EthDos 3.62 20 1 459/25 000 (1.8%)

WifiBase 7.11 19 1 107/25 000 (0.4%)
WifiDos 7.51 20 1 39/25 000(0.2%)

Pi , i ∈ k NoComm 3041 10 893 638 -
EthBase 1810 14 823 0 382/25 000 (1.5%)
EthDos 2692 14 823 0 506/25 000 (2.0%)

WifiBase 2910 14 823 0 312/25 000 (1.2%)
WifiDos 3058 10 893 0 75/25 000 (0.3%)

gradually approaches to 0 with slower changing speed. Prac-
tically, this observation suggests the necessity and significance
of a fast and reliable communication network.

2) Statistical Results: Although we have shown above with
aggregated results that communications do help in alleviating
the consequences of cascading failures, it is still not safe to
conclude that communications can always benefit the smart grid.
In the following, we present statistical results that are recorded
during all 25 000 simulation runs.

In Table I, we present the mean, min, and max value of
Ni (∞) and Pi (∞) for i ∈ k (denoted as Ni and Pi ), i.e., number
of overloaded lines and amount of lost load, that are recorded
during the 25 000 runs. As a comparison, in these tables we also
present the result of “NoComm,” which denotes the case where
communications do not exist in the power grid. In this case,
if load imbalance happens, we simply increase the generation
at all generators or decrease the load at all buses by the same
percentage, as a special case of conventional load shedding
where all loads have the same priority.

It is shown in Table I that in all the four cases, the value
ranges for both Ni and Pi have been enlarged. Taking Ni as
an example, in NoComm case, if a cascading failure happens,
for the best case, there will be only 4 overloaded lines as the
result, whereas in the worst case this number will be 15. Remind
that the total number of lines in this system is 24. Therefore,
a cascading failure in this system can only cause impacts with
moderate significance. The existence of the communications,
however, makes the minimum value smaller and the maximum
value larger. For instance, for EthBase, in the best case, there

Fig. 7. Histogram of N for GreenHub of 25 000 simulation runs.

Fig. 8. Line failure probability for FREEDM 18-bus system.

will be only 1 line fault, however, the maximum value of Ni is
enlarged to 20, meaning more severe events can happen in this
EthBase case.

In the last column of Table I, we list the number of events
whose Ni is larger than 15, i.e., the maximum value in NoComm,
and calculate its percentage during the 25 000 simulation runs.
Ironically, we observe that this percentage does not increase
monotonically as message delays getting worse. For the two
Wifi cases, while their mean values grow to be much larger than
those of the two Eth cases, their “worse than NoComm max”
percentages become smaller. To investigate the cause, in Fig. 7,
we plot the histogram of Ni , from which we observe that longer
delay only increases probability of medium-sized blackouts. In
particular, we see that for the two Wifi cases, in most cascading
failure events, the number of overloaded lines falls between 4
and 15, while the probability, it is smaller than 4 or larger than
15, has been depressed significantly compared with the two Eth
cases.
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Fig. 9. Line contribution for FREEDM 18-bus system.

Fig. 10. Line failure probability for IEEE 14-bus system.

We also observe that for the WifiDos case, the values of both
Ni and Pi are slightly larger than those of NoComm, which indi-
cates, counter-intuitively, that severely under-achieved commu-
nications can be an adversary in mitigating cascading failures.

B. How Does Individual Line React to Cascading Failures?

1) Line Failure Probabilities: We define the failure proba-
bility of a line as the percentage of the event in which this line
fails, compared to the 25 000 simulation runs. The failure prob-
ability for GreenHub is plotted in Fig. 8 (IEEE 14-bus result is
plotted in Fig. 10). From this figure we can make a number of
observations.

We first observe that there are some lines that are particularly
vulnerable to cascading failure. Such lines include line l15, l19,
l20, and l21. Except the EthBase case, we find the failure prob-
ability of these three lines are significantly higher than that of
others. In reality, we may consider either to increase the capacity
of these lines, or deploy extra lines to offload them.

Our second observation is that the improvement made on
communication does not generate equal benefit on these lines.
In particular, the most vulnerable lines gains the most benefit.
Take line l15 as an example. Its failure probability in the WifiDos
case is almost 1, but it drops substantially to be lower than many
of the others in the EthBase case. On the contrary, benefits
on lines that are already robust can be negligible, such as on
lines l9 and l12. This phenomenon in essential suggests us to
consider the tradeoff between improving the communication
network and upgrading the power gird. For instance, improving
the communication and bring its performance from WifiDos to

Fig. 11. Line contribution for IEEE 14-bus system.

TABLE II
MEAN, MIN, MAX VALUE FOR N AND P OF IEEE 14-BUS

Case Mean Max Min Worse Than NoComm

N NoComm 10.34 15 7 -
EthBase 4.20 17 1 92/25 000 (0.36%)
EthDos 8.64 18 1 117/25 000 (0.47%)

WifiBase 9.47 17 1 34/25 000 (0.14%)
WifiDos 10.33 16 1 6/25 000(0.02%)

P NoComm 97 427 163 880 74360 -
EthBase 48 242 168 860 0 377/25 000 (1.5%)
EthDos 85 116 168 860 0 766/25 000 (3.1%)

WifiBase 91 692 168 860 0 677/25 000 (2.7%)
WifiDos 97 177 163 880 0 113/25 000 (0.5%)

EthBase may becomes less desirable compared with upgrading
the few vulnerable lines.

2) Line Contribution to Cascading Failures: Having seen
how a line is susceptible to cascading failures, in this subsection
we explore from the reverse direction, that is, how a cascading
failure is susceptible to the failure of a particular line.

In Fig. 9 we plot the average values of N and P for the
cascading failure events which are triggered by the failure of a
particular line in the GreenHub (IEEE 14-bus result is plotted in
Fig. 11). From this figure, it is interesting to observe that there
exist some lines whose failure can cause devastating impact
to the power grid. For instance, the failure of line l2 under the
Wi f i Dos case will cause more than 70% of the total load to
be lost, and more than 50% of lines to be tripped. On the other
hand, lines such as l15 and l16 has only minimum impact to the
overall system.

These two figures suggest the weakest points of a smart grid
power system. Lines such as l2, l10, and l11 should be actively
monitored to prevent them from any inadvertent failures. From
the communication side, these lines should be effectively pro-
tected from cyber-attacks, since such weak points are usually
the target whose failure can leverage the impact of an attack.

Comparing Fig. 11 with Fig. 10, we are able to find a weak
negative correlation between the vulnerability and the influence
of a line. Particularly, lines with less failure probability tend
to have larger influence. This observation essentially suggests
different protection strategies for two types of lines: for lines
who are vulnerable to cascading failures, the focus should be
put on protect them from being impacted by other lines’ failure,
such as increasing their threshold to tolerant larger overload;
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while for lines whose failures trigger severe consequences, the
focus should be put on preventing them from being self-failure
and triggering a cascading failure.

VI. CONCLUSION

In this paper, we studied the interaction between information
dissemination in communication networks and fault propagation
in power grids. We built an innovative framework, the CFC
framework, to capture the dynamics between the two domains,
implemented it with two smart grid prototypes, and evaluated
the impact of communications in alleviating the consequence
of cascading failures. We found that information dissemination
does not always outrun fault propagation in power grids, and
severely under-achieved communication can be an adversary
and exacerbate the cascading failure instead. Our study bears
significance in that it demonstrates the importance of fast and
reliable communication in the smart grid.

APPENDIX

Simulation result for the IEEE 14-Bus system, which shows
similar result as those of the GreenHub, is shown in Table II.
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