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Abstract—Internet of Things (IoT) is a networking paradigm
that interconnects physical systems to the cyber world, to provide
automation and intelligence via interdependent links between the
two domains. Such interdependence renders IoT systems vulner-
able to random failures, e.g., broken communication links or
crashed cyber instances, because a single incident in one domain
can develop into a cascade-of-failures across domains, which dis-
solves the network structure, and has devastating consequences.
To answer how robust an IoT system is, this paper studies its
resilience by examining the impact of edge- and jointly-induced
cascades, that is, a sequence of failures caused by randomly
broken physical links (and simultaneous failing cyber nodes).
Resilience of an IoT system is quantified by two new metrics,
the critical edge disconnecting probability φcr, i.e., the maximum
intensity of random failures the system can withstand, and the
cascade length τcf , i.e., the lifetime of a cascade. For IoT systems
with Poisson degree distributions, we derive exact solutions for
the critical disconnecting probability φcr, above which an edge-
induced cascade will completely fragment the network. We also
find that the critical condition φcr marks a dichotomy of the
expected cascade length E(τcf ): for the super-critical (φ > φcr)
scenario, we obtain E(τcf ) ∼ exp(1 − φ) through analysis, while
for the subcritical scenario, we observe E(τcf ) ∼ exp(1/1 − φ)
through simulations. With these results, the final outcome of
a cascade can be anticipated upon the initial failures, while
the reaction window of time-sensitive countermeasures can be
obtained before a cascade fully unfolds.

Index Terms—Interdependent networks, Internet of Things
(IoT) architecture, network resilience.

I. INTRODUCTION

INTERNET of Things (IoT) is a networking paradigm that
connects numerous physical actuators, i.e., “things,” to the

cyber world, i.e., the Internet, such that data collected in
the physical domain can be timely transferred to applica-
tions in the cyber domain, while control commands can be
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timely distributed to actuators in the physical domain, enabling
smart home, factory automation, intelligent transportation, and
so on [1]. In the IoT paradigm, sensing and actuation have
become a utility [2], like electricity and water, that is acces-
sible by applications, such as remote medicine and smart
appliances. The nature of such a system-of-systems is a net-
worked application built upon networked utility, i.e., a strongly
coupled cyber-physical system (CPS) [3]–[5]. For instance,
in a mobile social network (MSN), smartphones (physical
nodes) are connected by device-to-device (D2D) commu-
nication links in the physical domain, through which the
smartphone owners/users (cyber nodes) interact socially in the
cyber domain.

As interconnections between the physical and cyber
networks strengthen to provide intelligence, such close cou-
pling introduces complex interdependence between the two
domains, which weakens the IoT system as a network. The
reason behind this is the increased susceptibility to cascade-
of-failures: faults triggered by a single incident in one domain,
e.g., a broken communication link or a hacked smart device,
can propagate across domains through the interconnecting
links, causing a chain of failures [5], [6]. In IoT systems,
cascade-of-failures can be especially detrimental due to the
following reasons. First and foremost, actuators (physical
nodes) in the IoT can directly impact human lives, e.g., a
malfunctioning wearable medical device may jeopardize a
patient’s live. Second, the impact of cascade-of-failures can be
further exacerbated by the massive scale of IoT systems [2],
[7], e.g., the country-wide blackout in smart grids [8].
Considering the devastating impact of failures, it is crucial to
understand how resilient IoT systems are, against cascades-of-
failures that undermine the underlying topological structure.
As key functions of IoT systems rely on both physical and
cyber nodes being online, i.e., connected to the major compo-
nent of the network, the crux of the resilience problem is the
structural capacity of IoT systems as interdependent networks.

A. Related Work

Resilience of a system measures its capability to maintain
functions and structure in the face of internal and external
changes [9]. Resilience of interdependent networks against
random or correlated cascading failures has been addressed
from two main aspects: 1) the system’s intrinsic capacity to
random failures and 2) active cascade-mitigation measures.

The former views resilience as a static characteristic of
the interdependent network, which is determined once the
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topology is fixed. To this end, impact of a cascade has
been examined through the remaining fraction of functional
nodes [5], [10], and the amount of control effort to steer the
system back to normal operation [11]. On network topology
properties, Buldyrev et al. [6] founded a critical average node
degree below which an interdependent network will eventually
collapse. From the perspective of existing IoT systems, what a
system operator would care the most is the extreme case, that
is, what is the maximum intensity of initial random failure the
IoT system of interest can withhold?

The latter takes a dynamic view, and studies how to boost
resilience at run-time, i.e., upon an on-going cascade. To this
end, several algorithms have been proposed for smart grids.
For instance, an online deterministic algorithm that selectively
sheds load to minimize the total amount of load loss (which
translates to number of node crashes in a generic IoT setting) is
proposed in [12], while a stochastic algorithm that incorporates
noise and model errors based on a sample average approxi-
mation method has also been introduced [13]. An interesting
observation is that an optimal control scheme with the least
amount of load loss must be applied at an intermediate time,
which is halfway between the onset and the end of the cas-
cade of failures [14]. This prompts an another open question
on resilience: what is the reaction window against a cascade,
for time-sensitive countermeasures?

To study the aforementioned open questions, it is neces-
sary to examine the root cause of a cascade-of-failures in IoT
systems. From the perspective of an interdependent network
that describes a cyber-physical IoT system, a cascade is trig-
gered by physical/cyber node failures and/or physical/cyber link
breakages. Among these, while node-induced cascades, e.g.,
cascading failures in a smart grid caused by failing generators,
have been extensively studied, e.g., [4]–[6] and [10], cascades
caused by link breakages have not been addressed. Nevertheless,
link (especially physical link) breakage constitutes a major
cause of cascades in IoT systems: many IoT applications rely
on unstable wireless communication as physical links and con-
sequently suffer from random link breakages, e.g., smart home
devices connected by IEEE 802.11ah WiFi-HaLow [7]; wired
utility links, such as power lines in smart grids, are under-
guarded and hence more likely to fail than nodes. Meanwhile,
connection to the Internet opens IoT systems to malware [15]
and cyber attacks [16], [17], which is especially true for smart
home devices that usually do not have strong security mea-
sures [16], greatly increasing the probability of cyber node
crashes. Therefore, edge- and jointly-induced cascades in an IoT
system are not only much more visible than individual failing
nodes but also indicate greater impacts from a networking per-
spective. While the primary network modeling approach offers
comprehensive results on networks with edge-induced cascades
in a single network context, e.g., power grids [18] and scale-free
networks [19], these results do not extend to the interdependent
IoT networks.

B. Our Approach and Contributions

Motivated by the lack of study, this paper addresses the
resilience problem in IoT systems from a networking

perspective, focusing on the more prevalent edge-
(and jointly-) induced cascades. Specifically, we aim to
answer the following.

1) Critical Condition: What is the maximum intensity of
random failures that the system can withhold?

2) Reaction Window: When will the cascade stop?
These questions are challenging due to the massive scale,

complex interdependence, and broad application scenarios of
IoT systems. Consequently, extracting meaningful insights
through experiments is both difficult and costly, while analysis
measures are hindered by the limited topology information that
a large IoT system can provide. Addressing these challenges,
contributions of this paper are summarized as follows.

1) Modeling: We develop an analytical framework that cap-
tures the complex interdependence across the cyber and
physical domains, define a network residual process that
numerically describes the time-varying impact of a cas-
cade, and propose new metrics to quantify the resilience
of an IoT system from different aspects.

2) Finding: Particularly for IoT systems with Poisson
degree distribution, we prove the existence of a critical
initial edge disconnecting probability φcr, above which
the network will fully collapse. For the supercritical
(φ > φcr) scenario, we find the scaling law of the cas-
cade length E(τcf ) to be exp(1 − φ) through analysis,
and for the subcritical (φ < φcr) scenario, we observe
E(τcf ) ∼ exp(1/1 − φ) through numerical simulations.

3) Implication: We show that our findings on scaling laws
and influential factors apply to IoT systems with dif-
ferent topologies, even real-world power grids, which
implies the significance of our modeling approach and
analysis results to the design of IoT networks.

The rest of this paper is organized as follows. We first intro-
duce the system model and metrics in Section II to formulate
the resilience problem in an IoT context. Then in Section III,
an analysis framework is established to examine the network
residual process under an edge- or jointly-induced cascade,
with which the critical initial disconnecting probability φcr

is obtained to understand IoT resilience as an innate prop-
erty of the system. Viewing resilience as a dynamic concept,
Section IV studies the cascade length τcf in both supercriti-
cal and subcritical scenarios, to interpret the reaction window
at run time. To validate the applicability of the proposed
approach and findings, we examine the resilience of a half-
synthetic IoT network based on real-world power grids in
Section V. Finally, this paper is concluded in Section VI.

II. RESILIENCE PROBLEM OF IOT SYSTEMS

Capturing its nature as a networked application over
networked utility, an IoT system can be modeled as an
interdependent network, that is composed of a physical
network, a cyber network, and internetwork connections. To
formally formulate the resilience problem, which refers to the
survivability of the interdependent network structure, we intro-
duce the network model, parameterize cascades caused by
different triggering incidents, describe the evolving cascade by
residual processes, and define resilience metrics in this section.
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Fig. 1. Interdependent network model (Gp,Gc, Ec→p,Ep→c): internet-
work edges capture the support (cyber-to-physical dependence) and control
(physical-to-cyber dependence) relationships. For instance, cyber-to-physical
edge e(b1 → c1) ∈ Ec→p (solid arrow) implies physical node b1 sup-
ports cyber node c1, so c1 is dependent on b1; physical-to-cyber edge
e(c1 → b1) ∈ Ep→c (dashed arrow) indicates that cyber node c1 controls
physical node b1, so b1 is dependent on c1 as well.

A. Interdependent Network Model of IoT System

We describe the IoT system of interest as an interdependent
network1 (Gp,Gc, Ec→p, Ep→c), illustrated by a simple exam-
ple in Fig. 1. In this tuple, Gp(P, Ep) denotes the physical
network that contains links between physical/utility nodes in
set P = {b1, . . . , bnp}, while Gc(C, Ec) denotes the cyber
network that contains connections between cyber/application
nodes in set C = {c1, . . . , cnc}. Let {Pp(k)}dmax(Gp)

k=1 (respec-
tively, {Pc(k)}dmax(Gc)

k=1 ) denote the node degree distribution of
physical graph Gp (cyber graph Gc), where Pp(k) (Pc(k)) is
the probability that a randomly selected physical (cyber) node
is of degree k in graph Gp (Gc).

The interdependent relationship between the physical and
cyber domain of an IoT system is described by the directed
cross-domain edges in sets Ec→p and Ep→c. In this model,
we assume that one physical node can support multiple cyber
nodes (same as [5]), while each physical node is either con-
trolled by one of its supported cyber nodes (smart physical
node), or maintaining an isolated control (legacy physical
node). To be more specific, for any physical node b ∈ P:

1) there exists at most one cyber node Ct(b) ∈ C that can
control physical node b (and hence b depends on Ct(b)),
described by the directed edge e(Ct(b) → b) ∈ Ep→c.
We denote Ct(b) = ∅ if node b is a legacy physical
node that maintains an isolated control out of the IoT;

2) there exists a nonempty set Sp(b) ⊂ C, containing all the
cyber nodes that are supported by (hence dependent on)
physical node b. Then for any cyber node cj ∈ Sp(b),
there is a directed edge e(b → cj) ∈ Ep→c. Further,
the number of cyber nodes |Sp(b)| that a randomly cho-
sen physical node b ∈ P supports follows a binomial
distribution B(nc, (1/np));

1We introduce the interdependent network model in our prior work [20],
and briefly present it here for completeness reasons.

3) if Ct(b) �= ∅, which means b is a smart physical node,
then its controller Ct(b) is chosen uniformly at random
from its supported cyber nodes, i.e., Ct(b) ∈ Sp(b) ⊂ C.

Let Ps = {b ∈ P|Ct(b) �= ∅} denote the set of smart phys-
ical nodes, and α = (|Ps|/|P|) is referred to as the adoption
ratio of the IoT system. Then, the system of interest, or more
specifically the interdependent network (Gp,Gc, Ec→p, Ep→c),
is characterized by a set of parameters, that is, the adoption
ratio α, size np, and degree distribution {Pp(k)}k of physical
graph Gp, and that (nc and {Pc(k)}k) of cyber graph Gc.

B. Triggering Incidents of Cascades

Without loss of generality, denote the time that initial fail-
ures (triggering incidents) take place as t = 0. As time proceed
in discrete slots T = {0, 1, . . .}, initial failures gradually
develop into a cascade of failures, due to the consecutive
removal of failed nodes/edges. The triggering incidents of cas-
cades can be categorized into three types: 1) node failure;
2) edge disconnection; and 3) joint failures, among which
the first two are special cases of the last one. Therefore, we
consider a generic triggering incident model, in which each
physical edge in Ep (cyber edge in Ec, respectively) discon-
nects with probability φp (φc), and each physical node in P
(cyber node in C, respectively) fails with probability θp (θc),
where probabilities φp, φc, θp, and θc all take value in [0, 1].
In this paper, we choose the following three representative
scenarios2 that are most likely to occur in IoT systems.

1) Type-0 Scenario: Only physical nodes may crash at
time t = 0, i.e., θp > 0 while φc = φp = θc = 0. As the
simplest case, it has been studied in [10].

2) Type-1 Scenario: Only physical links may discon-
nect at time t = 0, i.e., φp > 0 while θp = θc =
φc = 0, corresponding to the most visible initial failures in
IoT systems.

3) Type-2 Scenario: Simultaneous physical link discon-
nection and cyber node failures take place at t = 0, where
θp = φc = 0 and φp ≥ θc > 0 because nodes are usually
better-guarded than links and are hence less likely to fail.

We combine the latter two cases into a joint φ-edge and
κφ-node failure for the simplicity of notation, where φ = φp

and κ ∈ [0, 1]. Particularly, Type-1 scenario corresponds
to the special case of κ = 0, while κ > 0 corresponds to
Type-2 scenarios. As a result of such joint initial failures,
a set Efail of physical links and set Cfail of cyber nodes are
removed from the system at time t = 0, with expected values
E(|Efail|) = φ|Ep| and E(|Cfail|) = κφnc, respectively.

C. Cascade Process Following Initial Failures

Right after the initial failure, a sequence of alternating
node/edge removal, i.e., a cascade-of-failures, begin to unfold
as time proceeds. Following a similar mechanism detailed
in [5], we examine the time-varying physical network Gp(Pt)

in the first half of a time slot (odd steps), and the cyber network
Gc(Ct) in the second half (even steps). Note that Pt ⊂ P and

2As we will show in our analysis framework, other cases such as cyber
link breakage and cyber node fail, can also be analyzed with similar steps
after a change of variables, and are hence not presented due to space limit.
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Ct ⊂ C are time-decreasing sets of functional nodes at time t.
At odd (respectively, even) steps, any physical (cyber) node is
deemed as still functional, when the following two conditions
hold simultaneously: 1) the cyber (physical) node it depends
on remains functional, i.e., not removed from the network and
2) itself belongs to the largest connected component (LCC) of
the current physical graph Gp(Pt) [cyber graph Gc(Ct)].

In every time step, we examine the two conditions sequen-
tially: physical (cyber) nodes that do not satisfy condition 1)
are first singled out, and removed from the current physi-
cal graph Gp(Pt−1) [cyber graph Gc(Ct−1)], and the resulting
network is referred to as the remaining physical graph Gp(P ′

t )

[remaining cyber graph Gc(C′
t)]; then physical (cyber) nodes

that fail condition 2) are removed from the remaining graph
Gp(P ′

t ) (Gc(C′
t)), resulting in the residual physical network

Gp(Pt) [residual cyber graph Gc(Ct)] to be examined again in
the following time step. The removal of dysfunctional physi-
cal (respectively, cyber) nodes then results in the removal of
all of its physical and support edges in Ep and Ec→p (cyber
and control edges in Ec and Ep→c). To capture the evolution
and impact of such cascades, we define a numerical random
process that indicates the healthiness of the system.

Definition 1 (Physical/Cyber Residual Process): The resid-
ual physical node ratio Rp

t (respectively, residual cyber node
ratio Rc

t ) is defined as the proportion of physical (cyber) nodes
that remain functional at time t, that is, Rp

t := (|Pt|/np)

(Rc
t := (|Ct|/nc)). The resulting processes {Rp

t }t and {Rc
t }t are

called physical and cyber residual processes, respectively.
Since the residual networks Gp(Pt) and Gc(Ct) are node-

induced graphs of Gp and Gc, random variables Rp
t and Rc

t both
take value in [0, 1], and the residual processes {Rp

t }t and {Rc
t }t

are nonincreasing in time t. Similarly, we have the remain-
ing node ratios Rp

t
′ = [(|Pt

′|)/np] (Rc
t
′ = [(|Ct

′|)/nc]) as the
interim result/process, since Rp

t−1 ≥ Rp
t
′ ≥ Rp

t (Rc
t−1 ≥ Rc

t
′ ≥

Rc
t ) for any IoT system under a cascade of failures. As time

proceeds, the final outcome of a cascade on the interdependent
network can be quantified by the node yield, which illus-
trates the worst-case impact of a cascade-of-failures on an IoT
system given long enough time, i.e., Yn := limt→∞ E(Rp

t ).

D. Resilience Metrics

The resilience problem covers two aspects: the 1) criti-
cal condition of the network under cascades, that is, to what
extend of failure the network can withstand and the 2) reac-
tion window, that is, when a cascade will stop, before which
countermeasures should be applied. We examine each aspect
of the resilience problem with a new resilience metric.

Definition 2 (Critical Disconnecting Probability): Let
Yn(φ) denote the node yield as a function of the physical
edge disconnecting probability φ. The critical disconnecting
probability φcr is defined as the minimum φ that triggers a
complete network fragmentation, i.e.,

φcr := sup{0 ≤ φ ≤ 1|Yn(φ) > 0}. (1)

Critical condition φcr identifies the maximum intensity of
initial failures that the system can survive, which implies at
least φcr|Ep| amount of physical edges will need to be removed

to fully collapse the network. Apart this “static” resilience
metric that is determined at network design stage, we define
the cascade length τcf , to characterize the reaction window of
system operators to reflect the system’s resilience at run-time.

Definition 3 (Cascade Length): The length of a cascade is
defined as the time interval between the onset of a cascade
and the stop of the network decomposition, i.e.,

τcf := max

{
t ≥ 0

∣∣∣∣E
(

Rp
t
′) − E

(
Rp′

t−1

)
≥ 1

np

}
(2)

where Rp
t
′

is the ratio of remaining physical nodes at time t.
Intuitively, the cascade length metric describes when the

random failure induced cascade stops (when there is almost no
change in the remaining node ratio of the physical network),
but also identifies the reaction window for countermeasures.

With the defined metrics, the resilience problem in IoT
systems now translates to the following mathematical ques-
tions. Given an IoT network with adoption ratio α, composed
of physical graph Gp of size np and degree distribution
{Pp(k)}k, and cyber graph Gc of size nc and degree distribution
{Pc(k)}k: upon a cascade induced by a joint φ-edge κφ-node
failure, is there a critical initial disconnecting probability φcr,
above which the network will collapse? What is the expected
cascade length E(τcf ) to apply counter-measures?

III. RESILIENCE AS INNATE PROPERTY: CRITICAL

CONDITION ANALYSIS VIA RESIDUAL PROCESSES

To address the resilience problem, we first follow the evo-
lution of a cascade process in the system, by examining
the physical residual process {Rp

t }t. Though similar resid-
ual processes have been analyzed for node-induced cascades
(Type-0 scenario) in a scale-free interdependent networks of
infinite size [5], edge-induced cascades (Type-1 scenario),
and jointly induced cascades (Type-2 scenario) have not been
discussed, despite their prevalence in IoT systems. Therefore,
we establish an analysis framework of IoT resilience, as illus-
trated in Fig. 2, to bridge this gap by mapping Type-1 and
Type-2 scenarios to equivalent Type-0 scenarios through
an auxiliary graph. Then self-consistent equations of the
expected residual physical node ratio E(Rp

t ) are established to
theoretically analyze the residual processes in an IoT systems
with arbitrary topologies. Finally, we obtain the critical discon-
necting probability φcr for IoT networks with Poisson degree
distributions.

A. Identifying Key Variables: Type-0 Scenario

We first identify the key variables to analyze the residual
process in the simplest Type-0 scenario, where a cascade is
incurred by physical node failures alone, i.e., physical node are
randomly removed with probability θp. Consider such a cas-
cade in an interdependent network (G̃p,Gc), where the physical
graph G̃p(P, Ẽp) has degree distribution {P̃p(k)}k.

After the random node removal in G̃p at t = 0, a fraction
(1−θp) of the |P̃p| physical nodes remain, so that the remain-
ing ratio Rp

t
′ = 1 − θp. The remaining network may further

fragment into disconnected components, such that condition
2) of being functional do not hold any more. As a result,
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Fig. 2. Architecture of the analysis framework for the resilience problem: first, an auxiliary graph is constructed to convert a Type-1 scenario to an
equivalent Type-0 scenario, in the sense that the resulting physical node degree distributions (after initial removal at time t = 0) are the same. Then residual
processes {Rp

t , Rc
t }t are studied alternatingly for the physical domain and cyber domain, during every time slot, to derive the self-consistent equations stated

in Lemma 1.

only a fraction Rp
t of the remaining physical nodes in P ′

t
will be the residual functioning nodes (set Pt) in the physical
graph to be examined in the next step. To obtain this fraction
Rp

t , Huang et al. proposed a derivation method in [10], which
takes advantage of the probability generating function (PGF)
G̃p,0(x) of the degree distribution {P̃p(k)}k, defined as

G̃p,0(x) :=
∞∑

k=0

P̃p(k)x
k. (3)

Let G̃′
p,0(x) := (d/dx)G̃p,0(x) denote the first-order deriva-

tive of G̃p,0(x), then the fraction of nodes that satisfy condition
2), i.e., g̃p(θp) (= [Rp

t /(R
p
t
′
)]), can be obtained with the help

of two supplementary functions, that is,

g̃p(θp) = 1 − G̃p,1
(
1 − (1 − θp)(1 − fp)

)
(4)

where supplementary function G̃p,1(x) := G̃′
p,0(x)/G̃′

p,0(1) is

the derivative normalized by the mean degree (as G̃′
p,0(1) =∑∞

k=0 kP̃p(k)), and function fp is the solution to the following
transcendental (self-consistent) equation:

fp = G̃p,1
(
1 − (1 − θp)(1 − fp)

)
. (5)

Note that the residual physical LCC fraction Rp
t = g̃p(θp)

can then be utilized to derive Rc
t
′, Rc

t in the same time slot,
and the remaining node ratio Rp′

t+1 in the next time slot, as
discussed by the step-by-step measure in [5]. Similar results
apply to the cyber graph G̃c after random cyber node removal
with probability θc, and can be obtained by substituting the
subscript ()p with ()c and omitting the tilde sign in (4) and (5).

In summary, the key variables to residual process analy-
sis are: the initial node removal probability θp, and the PGF
G̃p,0(x) of the node degree distribution {P̃p(k)}k. Considering
that cascades evolve with the same set of node/edge removal
rules, despite their different triggering incidents, the open
problems of Type-1 and Type-2 scenarios can be solved if
we could map the initial impact (number of nodes and edges
removed) to an equivalent Type-0 scenario by finding out
the equivalent θp and G̃p,0(x).

B. From Type-1 and Type-2 to Type-0 Scenarios: Mapping
Through Auxiliary Graph (G̃p,Gc)

The main idea of the mapping method is to construct an aux-
iliary interdependent network (G̃p,Gc), such that the residual
process {Rp

t }t of the original network (Gp,Gc) under an edge-
or jointly-induced cascade, is the same as that of the auxil-
iary graph (G̃p,Gc) under a Type-0 cascade, in the sense
that the initial impact (removal) at time t = 0 are equivalent.
We start with the Type-1 scenario, where initial failures are
merely random physical edge disconnections, so that both the
auxiliary and original cyber graphs remain equal to Gc.

To find the equivalent θp and G̃p,0(x), we deduce the node
failure probability θp of a Type-0 scenario, and the distri-
bution parameter G̃p,0(x) of the auxiliary graph [where node
failures take place and (4) and (5) hold], from the physi-
cal link disconnecting probability φp of a Type-1 scenario,
and the degree distribution parameter Gφ,p(x) of the original
interdependent network (Gp,Gc).

Right after the random physical edge disconnection, the
probability that a physical node bi ∈ P is fully dis-
connected/isolated, is φdp(bi). Then from the network’s
point-of-view, the node removal induced by physical link
breakages (Type-1 scenario) is equivalent to that of a
Type-0 scenario, where a fraction of θp physical nodes
are removed at time t = 0, so the expected fraction/ratio
of physical nodes that are to be removed (due to edge
disconnection) is

θp =
∞∑

k=0

Pp(k)φ
k. (6)

Because of the random link breakages, the node degree
distribution of the remaining graph becomes

Pφ,p(k) =
∞∑
j=k

Pp(j)φ
j−k(1 − φ)k (7)

with PGF Gφ,p(x) = ∑∞
k=0 Pφ,p(k)xk.

To match (7) against the node degree distribution of auxil-
iary graph G̃p in Type-0 scenario, the PGF of the resulting
degree distribution in the auxiliary graph G̃p after initial
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removal of physical nodes should equal to Gφ,p(x). Then, we
have

G̃p,0
(
θp + (1 − θp)x

) = Gφ,p(x) (8)

from [10], where G̃p,0(x) denotes the PGF of the auxiliary
graph G̃p before initial node removal in Type-0 scenario,
and θp can be obtained from (6). Performing an inversion on
(8), finally we have

G̃p,0(x) = Gφ,p

(
x − θp

1 − θp

)
. (9)

Equations (6) and (9) illustrate how to map the original
interdependent network (Gp,Gc) under a Type-1 cascade
(parameterized by φ, and {Pp(k)}k, or equivalently the PGF
G̃p,0), to the auxiliary graph (G̃p,Gc) under a Type-0 cas-
cade (parameterized by θp, and {P̃p(k)}k, or equivalently the
PGF G̃p,0(x)). Note that in this mapping, the set of physi-
cal nodes and the cross-domain edges remain the same, while
the only difference is the degree distribution in the physical
domain.

For a Type-2 scenario, where random physical edge dis-
connections are accompanied by cyber node failures, similar
procedure can be applied to construct the auxiliary G̃p, since
all the initial random edge disconnection occur in the phys-
ical graph Gp. In fact, as we will show in the next section
(Lemma 1), the two influences can be jointly considered in one
auxiliary physical graph G̃p, such that derived self-consistent
equations can apply to both Type-1 and Type-2 scenarios.

C. Back to the Original Network: Self-Consistent Equations
of the Expected Network Residual Processes

With auxiliary graph (G̃p,Gc) in which initial edge fail-
ures in Type-1 and Type-2 scenarios are transformed into
an equivalent Type-0 scenario, the residual processes {Rp

t }t

and {Rc
t }t (see Definition 1) can be analyzed through self-

consistent equations, as shown in the following lemma that
holds for IoT systems with arbitrary topologies. This lemma
is first presented in our previous work [20], and is included
here for later derivation of the cascade length.

Lemma 1 (Expected Physical/Cyber Residual Ratio
[20, Lemma 1]): Denote xt := E(Rp

t ) and yt := E(Rc
t ) as the

expected residual physical and cyber node ratios of the IoT
system (Gp,Gc) (with adoption ratio α) at time t. Then, under
a joint φ-edge and κφ-node failure

xt = x′
t × g̃p

(
x′

t

)
(10)

and

yt = y′
t × gc

(
y′

t

)
(11)

where quantities x′
t := E(Rp

t
′
) and y′

t := E(Rc
t
′) are the

expected remaining node ratios, and satisfy{
x′

t = (1 − θp)(1 − κφ)
[
1 − α

(
1 − gc

(
y′

t−1

))]
yt = (1 − θp)(1 − κφ) × g̃p

(
x′

t

) (12)

in which the equivalent node removal probability θp can be
obtained from (6); remaining LCC fractions g̃p() and gc() can
be found in (4).

Proof of Lemma 1 under the Type-1 scenario follows
a similar step-by-step technique in [5, Sec. 5], to which
interested readers are directed. For the Type-2 scenario
(κ > 0) in which physical edges break with probability
φ and cyber nodes fail with probability κφ, the equivalent
impact in the auxiliary graph is the removal of θp (which has
equivalent impact as the φ edge disconnection in the original
network) and κφ fraction of nodes from G̃p and Gc, respec-
tively. Consequently, the fraction of residual nodes (functional
in both G̃p and Gc) becomes θp × κφ. In other words, discard-
ing θp and κφ fractions of nodes separately is equivalent to
removing (1−θp)(1−κφ) fraction of nodes from either graph
G̃p or graph Gc alone. Therefore, we can safely assume that
the removal of nodes occur in G̃p alone, to be consistence with
Type-1 scenario (κ = 0), hence the (1−θp)(1−κφ) factor in
(12). In addition to the inclusion of edge- and jointly-induced
cascades, Lemma 1 also caters to the existence of legacy nodes
(with the adoption ratio α < 1), while results in [5] only hold
for the case of α = 1. Lemma 1 establishes a time-recursive
relationship of the expected residual ratios (xt, yt) and the
expected remaining ratios (x′

t, y′
t), which is the key tool to

obtain the desired resilience metrics.

D. Critical Disconnecting Probability φcr

As an innate property of a topological structure, resilience
of simple networks is oftentimes quantified by its connec-
tivity [21], which by definition, is the minimum number of
edges to be removed before the network becomes discon-
nected. However, unlike in simple networks where impact of
edge removal is immediate, the unfolding impact (cascade-
of-failures) of the initial random failures in interdependent
networks can only be measured by its intensity, i.e., the edge
disconnecting probability φ (and coefficient κ for Type-2
scenarios).

Particularly, we examine the critical condition φcr in
interdependent networks with Poisson (or binomial if the
network size np and nc are finite) degree distributions
(Erdös–Rényi or ER graphs), considering that ER graphs
have been applied as the underlying network topology in
realizing network connectivity and resource distribution for
IoT systems [22], e.g., D2D-based MSN at a conference
venue [23]. Here, we directly present the result from our
previous work [20], in which interested readers can find
detailed derivation of φcr.

Theorem 1 (Critical Condition [20, Th. 2]): Consider an
interdependent network (Gp,Gc) with Poisson physical degree
distributions of mean k̄p, and an adoption ratio of α = 1. The
critical disconnection probability φcr can be approximated by

φcr ≈
{

1 − 1.59362
k̄p

, under Type-1 fault

1 − κ+1
κ+k̄p

, under Type-2 fault.
(13)

Fig. 3(a) shows the validation of Theorem 1 in a Type-1
scenario (black dashed line), against numerical simulation (red
solid line) in an interdependent network (np = nc = 5000)
with binomial degree distributions (k̄p = k̄c = 10). The ana-
lytical result is obtained by searching for φcr in (1) over all
possible values, while the simulation result is obtained by
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Fig. 3. Critical edge disconnection ratio/probability φcr with respect to
average physical degree k̄p in interdependent network with Poisson degree
distributions. (a) Type-1 (κ = 0). (b) Node yield versus φcr .

averaging over 5 × 103 realizations. Similar validation for
Type-2 scenarios can be found in [20]. Despite the slight
gap between our analysis and numerical simulations, (13)
provides a useful indication of φcr’s trend: it increases sub-
linearly with k̄p in Type-2 scenarios, and decreases at least
linearly versus κ . Fig. 3(b) illustrates the physical meaning of
the critical disconnecting probability φcr, that is, the largest
φ to satisfy a nonzero node yield Yn, obtained by pushing
curve yax = pp[1 − α(1 − gc(ppgp(x∗)))] [derived by setting
x′

t = x′
t+1 := x∗ in the self-consistent equation (12)] to the

point that it is tangent with line yax = Yn.

IV. RESILIENCE AT RUNTIME: CASCADE LENGTH

The critical disconnecting probability φcr illustrates the
resilience properties of an IoT system from the impact per-
spective, which also provides guidelines in enhancing the
system’s resistance to a coming cascade-of-failures as a pre-
vention measure in the design stage, e.g., including redundant
edges to purposely densify the network. On the other hand,
it is sometimes more desirable to apply control measures in
case of an on-going cascade, which take effect at run-time
to restore functionality of an IoT system, so that impact to
the (vast) users of IoT systems can be alleviated during a
cascade. This is especially important to large-scale systems
that are deeply integrated into people’s daily lives, e.g., the
smart grid, because of the devastating consequences of fail-
ures. Fortunately, there has been extensive study on accessible
run-time countermeasures in such systems, but they require a
critical moment, with respect to the lifetime of the cascade,
to deploy, in order to unleash the maximum counter-cascade
effect, e.g., [14]. Therefore, in this section, we discuss the life-
time of the cascade in such systems, which also functions as
the reaction window for system operators.

We are interested in the expected cascade length, i.e., E[τcf ],
where the expectation is taken over an arbitrarily large num-
ber of triggering incidents, considering both node failure and
edge disconnections occur randomly at t = 0. Particularly,
we aim to find out how the network structure and initial fail-
ures affect the expected cascade length under the supercritical
condition (φ > φcr), which will lead to a complete network
fragmentation, unless countermeasures are applied.

Fig. 4. Determining the stopping point x′
t = x′

t+1 = x∗ of the cascade:
solid and dashed curves are the simulation illustration of the self-consistent
equations in Lemma 1 as the initial disconnecting probability φ increases.
(Legends are omitted due to the space limit in the figure.) The red region
indicates possible stopping points when φ < φcr , while the blue dotted indi-
cates that once φ exceeds the critical value φcr , the network will eventually
dissolve, and x∗ = 0 is only possible stopping point in this supercritical
scenario.

A. Theoretical Analysis of the Cascade Length

Theorem 2: Consider an IoT system (Gp,Gc), whose phys-
ical network Gp has a Poisson degree distribution with mean
k̄p, and there are nc cyber nodes in the cyber network Gc. Upon
a Type-1 physical link breakage with probability φ > φcr,
the expected cascade length E(τcf ) scale as

E[τcf ] ∼ α−3/2 exp

(
k̄p(1 − φ)

2(1 − φcr)

)
(14)

where α is the adoption ratio, and φcr is the critical discon-
necting probability obtained from Theorem 1.

Proof: Right after the initial physical edges disconnection
and cyber nodes failures at time t = 0, the expected remaining
physical ratio is x′

t=0 = 1 − θp, where θp can be obtained with
(6). Technically, our analysis starts at time t = 1, so to avoid
confusion, we denote this ratio as pp := x′

t=0 herein.
First, we find the stopping point of the cascade, i.e., the

condition that the expected remaining physical node ratio x′
t

becomes invariant. Similarly as finding the node yield Yn and
critical condition φcr, we plot curve yax = pp[1 − α(1 −
gc(ppgp(x∗)))] [derived by setting x′

t = x′
t+1 := x∗ in the self-

consistent equations (12) of Lemma 1], against line yax = x∗,
as shown in Fig. 4. There are two possible cases: when
φ < φcr, the final expected remaining node ratio x∗ will be
strictly larger than 0, and depending on the severeness of ini-
tial failure at t = 0, which is determined by φ, κ, α and degree
distributions, the final stopping point could be located in the
left or right red region shown in Fig. 4; when φ ≥ φcr, the
only possible stopping point of the cascade is x∗ = 0, i.e.,
the IoT network will fully decompose into single nodes, as
indicated by the blue dot in the bottom-left corner of Fig. 4.
We are interested in the latter case φ ≥ φcr, which is more
hazardous and hence counter-measures are much more needed
to stop the IoT system from collapsing.
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Fig. 5. Illustration of cascade evolution (time t proceeds in N
+) and the

cascade length E[τcf ] for φ > φcr . The vertical distance (|x′
1 −x′

0|) of the first
step h1 = v1+v2, where distance v1 ∼ α(pp,cr−x′

0) and v2 ∼ α2(pp,cr−x′
0)2.

Knowing the stopping points of the cascade under different
initial failure conditions (parameterized by φ), we now obtain
the cascade length E(τcf ), which by definition is the number
of time steps t it takes the network fragmentation to stop, i.e.,
min{t > 0|x′

t+1 = x′
t = x∗}. Considering the difficulty in deriv-

ing a closed-form solution for the self-consistent equations
presented in Lemma 1, and to find the subsequent temporal
metric τcf , we derive the cascade length through curve approx-
imation. For the super-critical φ > φcr case, detailed steps to
derive E(τcf ) is shown in Fig. 5.

Let pp,cr denote the initial remaining ratio pp correspond-
ing to the critical initial edge disconnection ratio φcr. From
Lemma 1, we can obtain its value as pp,cr = 1− exp(−k̄p(1−
φcr)). The cascade length E[τcf ] can be restated as: given
x′

0 = pp < pp,cr, what is the number of steps until the curve
yax(x′) and the solid line y = x′ intersects?

To solve this, first note that the vertical distance between the
solid blue curve yax(x′)|pp and dashed purple curve yax(x′)|pp,cr ,
or equivalently, the vertical distance of the blue curve yax(x′)
and line y = x′|pp at x′ = pp,cr, is proportionate to quantity
(pp −pp,cr)α, from the curve equations. Then the length of the
line segment v1 in the zoomed subplot of Fig. 5 is also pro-
portionate to quantity (pp −pp,cr)α, as the two sets of parallel
lines form a parallelogram.

Now if we approximate the (solid blue) curve yax(x′)|pp with
a second-order polynomial,3 such that the vertical distance v2
between the shifted (blue dashed) tangent line (with the same
slope of 1 as y = x′) and the curve yax(x′) can be approximated
to be proportional to α2(x′

0 − pp,cr)
2. Consequently, both the

vertical distance (v1 + v2) and horizontal distance (h1 = v1 +
v2) between the blue curve yax(x′) and the black line y = x′
are proportionate to α2(pp,cr − x′

0)
2 + α(pp,cr − x′

0), where
x′

0 = pp, because line y = x′ has a slope of 1. Further, at
any point x′ = x′

t, the horizontal movement speed (distance

3This approximation is reasonable because every function can be repre-
sented by a Taylor series (its Taylor’s expansion), and in this case we found
that the second-order is enough to achieve a small approximation error.

traversed during one time step) of the red dot is proportionate
to α2(pp,cr − x′

t)
2 + α(pp,cr − x′

t).
Consider a small horizontal distance �x′ toward the left of

the current point x′
t, the number of steps to traverse distance

�x′ will be proportionate to [(�x′)/(α2(pp,cr −x′
t)

2+α(pp,cr −
x′

t))]. Then, to cover the overall horizontal distance of pp from
the initial remaining ratio x′

0 to the stopping point x′
τcf

, as
shown in Fig. 5, the total number of steps, i.e., E(τcf ), is the
sum of steps needed for every small distance �x′. Therefore,
the cascade length can be obtained by an integral, that is,

E(τcf ) ∼
∫ pp

x′=0

dx′
0

α2
(
x′ − pp,cr

)2 + α
(
pp,cr − x′)

= π/

√
α3

(
pp,cr − pp

)
(15)

where pp = 1 − θp = 1 − exp(−k̄p(1 − φ)). The integral
in (15) can be calculated with results from [24, Sec. 2.103].
Substituting pp with the initial disconnecting probability φ, we
have the scaling law as described by (14).

Theorem 2 reveals the scaling law of expected cascade
length E(τcf ) in the super-critical scenario, where the initial
edge disconnection probability φ exceeds the critical value
φcr. In this case, the initial failure is severe enough to even-
tually collapse the network, if no further action is adopted.
The scaling law is determined by both the innate network
properties (adoption ratio α, mean degree k̄p, and φcr) and
severity of the initial failure, captured by φ. Specifically, the
cascade length scales as exp(1−φ) in the super-critical condi-
tion under a Type-1 scenario, where initial failures are due
to pure random physical edge disconnections. A direct exten-
sion of Theorem 2 gives us the same scaling law in a Type-2
scenario, because the impact of the cascade in a Type-2 sce-
nario, i.e., the resulting expected node residuals, are both a
constant factor 1−κφ times that under a Type-1 scenario, as
indicated by (12) in Lemma 1. Hence the following corollary.

Corollary 1: Given that φ > φcr, the expected cascade
length scales as E(τcf ) ∼ exp(1 − φ) for Type-2 cascades,
that is, cascades induced by a joint φ-edge κφ-node failure,
in IoT networks with Poisson degree distributions.

In addition, from the proof of Theorem 2, i.e., Figs. 4 and 5,
we also have the following corollary with respect to the
relationship between the two resilience metrics.

Corollary 2: The expected cascade length E(τcf ) reaches
its maximum when the initial disconnecting ratio φ = φcr.

The reason behind Corollary 2 is as follows: first, when
the initial disconnecting ratio φ < φcr, i.e., in the subcritical
case, an increase in the number of initially disconnected edges
(and failures of cyber node in a Type-2 scenario) will extend
the cascade length τcf , because in this case, random failures
(possible triggers of cascades) take place in broader regions,
such that a longer cascade is more likely to be triggered. This
trend continues until the longest cascade, the one that nearly
fragments the network into isolated nodes, is triggered, i.e.,
when φ = φcr. Beyond this critical point, a severer initial
failure will accelerate the cascade process, hence the decrease
of the expected cascade length in the super-critical case.
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Fig. 6. Expected cascade length E[τcf ] (unit: time slots) versus initial disconnecting ratios φ for various adoption ratios α. (a) Erdös–Rényi subgraphs,
Type-1. (b) Erdös–Rényi subgraphs, Type-2. (c) Scale-free subgraphs, Type-2.

TABLE I
SIMULATION CONFIGURATION

B. Numerical Simulation

To verify the theoretic analysis of resilience metrics in the
previous Section IV-A, particularly the scaling law of cascade
length E(τcf ) stated in Theorem 2 and Corollary 1, numer-
ical simulations are conducted in interdependent networks
with different subgraph topologies, that is, the Erdös–Rényi
network (also called random graph) and scale-free network
(also called power-law graph). In an Erdös–Rényi network,
the node degree distribution is binomial (or approximately
Poisson, as network size tends to infinity), which has been used
to model IoT systems [22], and D2D-based MSN [23], while
in a scale-free network, the node degree distribution satisfies
power-law, i.e., Pp(k) ∼ k−β , which has been observed in a lot
of real-world networks, including power grids, communication
network and Internet [25], [26].

In this section, we assume the physical and cyber sub-
graphs to be of the same network type (but different topolo-
gies/realizations), e.g., both the physical and cyber subgraphs
are Erdös–Rényi networks. For each network type, we ran-
domly generate 10 network realizations, for each of which we
simulate the cascade propagation process triggered by 100 sets
of initial random failures, for every φ and α value. Detailed
simulation configuration can be found in Table I.

Fig. 6(a) illustrates the cascade length (unit: time slots) over
the initial disconnecting probability φ in a Type-1 scenario,
which corresponds to the result in Theorem 2.

Since the critical disconnecting probability φcr is large
(φcr = 0.875) in a Type-1 scenario, it is difficult to examine

the supercritical case where φ > φcr. However, we observe a
quick decreasing cascade length when the disconnecting prob-
ability φ < φcr decreases, resembling exp(1/1 −φ), as shown
by the black dashed line in Fig. 6(a).

To better observe the cascade length in a super-critical
case, we employ a Type-2 scenario, whose φcr is lower.
Combining Corollary 1 and the observation from Fig. 6(a),
we have the following reasonable speculation.

The cascade length of a Type-2 cascade scales as
exp(1/1 − φ) in the subcritical case, when φ < φcr, while
as exp(1 − φ) in the super-critical case, when φ > φcr.

This speculation is confirmed by the numerical simula-
tion results in interdependent networks with both Erdös–Rényi
subgraphs [Fig. 6(b)] and scale-free subgraphs [Fig. 6(c)].

C. Observation and Discussion

Further, comparing the cascade length E(τcf ) and
the accompanied critical disconnecting ratio φcr (from
Corollary 2) in the two networks, we have the following
observations with respect to an IoT system’s resilience against
failures.

1) Scaling Laws of E(τcf ) Over φ: In both networks, the
expected cascade length increases as exp(1/1−φ) before φcr,
and decreases as exp(1 − φ) after that.

2) Impact of α on φcr: With respect to the critical initial
disconnecting ratio φcr, the impact of adoption ratio α is much
more visible in IoT systems with scale-free subgraphs, than
that with Erdös–Rényi subgraphs, where there is minimal, if
any, impact from α. This phenomenon can be observed by the
concentrated (narrow) “peak” in Fig. 6(b), as opposed to the
dispersed peaks in Fig. 6(c). The reason behind this is that
Erdös–Rényi networks are rather “uniform” in the sense that
most nodes in both the physical and cyber subgraph tend to
have similar degrees concentrated around the mean degree k̄p

and k̄s. Consequently, initial failures in the cyber graph (in
a Type-2 scenario) are less likely to affect a high-degree
physical node, even when the adoption ratio α is high, i.e.,
when more physical nodes are controlled by cyber nodes.
On the contrary, in an IoT system with scale-free (power-
law) subgraphs, a high-degree physical node is more likely
to be controlled by a low-degree cyber node, as a result of
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Fig. 7. Western power grids in U.S. (a) Visualization. (b) CCDF of degree.

which, cyber node failures can easily cause more damage in
the physical network, especially when α is high.

3) Impact of α on E(τcf ): In contrast to φcr, the influence of
adoption ratio α on the expected cascade length E(τcf ) is sim-
ilar in both networks: an increase in α lengthens the cascade
process in the subcritical (φ < φcr) case, due to the “extra”
steps caused by stronger coupling between the physical and
cyber networks, while it shortens the cascade process in the
super-critical (φ > φcr) case, due to the overwhelming fail-
ure passed from cyber domain to physical domain. This effect
again emphasizes the importance of the critical initial discon-
necting ratio φcr, which exists in interdependent networks with
both types of subgraphs, and marks the dichotomy in an IoT
system’s response to cascading failures.

V. CASE STUDY: RESILIENCE OF SMART GRID

In this section, we examine the resilience of a real-world IoT
system, a smart grid, to further validate the proposed model,
metrics, and analysis in networks with complex topologies.

A. Interdependent Network of the IoT System

This half-synthetic smart grid is composed of a real power
grid (as physical subgraph GWS) and a synthetic communica-
tion network (as cyber subgraph Gc).

1) Physical Subgraph GWS: We consider the power network
of the western United States, also known as the western states
power grid, which has 4941 nodes and 6594 edges [25], as
illustrated in Fig. 7(a). In general, the degree distribution of a
power grid Pp(k) ∼ k−β , where the exponent factor β ranges
from 2.5 to 4 [26]. This indicates that a typical power grid
stands between a scale-free graph (2 < β ≤ 3) and a random
(ER) graph (β > 3), which can be seen from the comple-
mentary CDF (CCDF) plot of physical nodes in Fig. 7(b),
considering that the CCDF approximates a straight line but
with a curved middle-part in the log-log plot.

2) Communication Subgraph Gc: Most communication
networks are also observed to have scale-free properties with
the exponent β ranging from 2 to 2.6 [26]. To compare with
the scale-free networks discussed in Fig. 6(c), we consider the
scale-free network with β = 3 as the communication subgraph
Gc, which can be easily generated with the Barabási–Albert
model (also known as the preferential attachment model) [27].

Fig. 8. Resilience of the smart grid in a Type-1 scenario. (a) Node yield
Yn. (b) Cascade length E(τcf ).

Fig. 9. Resilience of the smart grid in a Type-2 (κ = 0.3) scenario. (a) Node
yield Yn. (b) Cascade length E(τcf ).

B. Resilience Analysis

We simulate cascade processes on the half-synthetic
interdependent network (GWS,Gc) with the same configura-
tion as shown in Table I, to compare with IoT systems of
synthetic network topologies. Numerical results are presented
in Figs. 8 and 9, for the Type-1 and Type-2 scenarios,
respectively. In addition, we employ a finer granularity of ini-
tial disconnecting ratio φ in [0.1, 0.4] to take a closer look at
the expected cascade length E(τcf ), whose mean (triangle and
round markers) and standard deviation (error bars) are shown
in Fig. 10.

1) Much Lower φcr: As can be seen from both
Figs. 8(b) and 9(b), the critical initial disconnecting ratio φcr

of this real world IoT system is much lower than that of the
artificial system with scale-free subgraphs shown in Fig. 6(c),
due to its low average physical degree k̄WS = 2.669. It is
no coincidence that the value of φcr at α = 1 in (GWS,Gc)

[φ value at the peak of the red line with triangle markers in
Fig. 8(b)] is very close to the φcr value at k̄p = 2.669 in
Fig. 3(a). Despite the difference in topologies, i.e., degree dis-
tributions, the most influential factor to resilience metric φcr

is still the mean physical node degree k̄p, especially when k̄p

is low.
2) Same Scaling Laws of E(τ )cf : The scaling laws of the

expected cascade length E(τ ) over φ in (GWS,Gc) [all the
lines in Fig. 9(b)] remain the same as that in IoT systems with
Erdös–Rényi subgraphs [Fig. 6(b)] and scale-free subgraphs
[Fig. 6(c)]. The impact of adoption ratio α is also similar,
in the sense that φcr marks a dichotomy of its influence
on E(τcf ).
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Fig. 10. Cascade length statistics for φ ∈ [0.1, 0.4]. (a) α = 0.2. (b) α = 0.8.

3) Impact of κ: As shown in the proof of Lemma 1 and
Corollary 1, the coefficient κ has a “shifting” effect on the
critical initial disconnecting ratio φcr and the expected cascade
length E(τcf ), which means that increasing κ will result in a
shift of the expected cascade length curve along the axis of
φ. This can be observed by comparing Figs. 8(b) and 9(b).
Moreover, both the first-order and second-order statistics are
kept for τcf under this “shift,” as illustrated by Fig. 10.

VI. CONCLUSION

This paper studies the resilience of IoT systems as
interdependent networks, against edge- and jointly-induced
cascade-of-failures. Viewed as both an intrinsic network
attribute that is determined in the design stage, and a dynamic
property that can be boosted at run-time, resilience is quanti-
fied by the critical disconnecting probability, and the cascade
length metrics, respectively. Capturing the network status
under a cascade-of-failure process by random processes on
the network residuals, we establish self-consistent equations
of the expected residuals, from which the critical initial dis-
connecting probability and cascade length are obtained for IoT
networks of different topologies through analysis and simu-
lation. Particularly, our findings also apply to half-synthetic
IoT networks based on real-world power grids, indicating the
significance of the proposed interdependent network model,
characterization of cascades based on initial failure patterns,
and the analysis of influential factors. The proposed resilience
metrics reveal the structural capacity of an existing IoT system
against cascades-of-failures, the required redundancy level
in designing a new system, as well as the reaction win-
dow of operators to apply run-time countermeasures. Our
model, approach, and observations unveil the research direc-
tion of run-time resilience-enhancement measures, which are
both necessary and prominent in the design of practical IoT
systems.
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