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Energy-Efficient Bandwidth Allocation in Wireless
Networks: Algorithms, Analysis, and Simulations

Wenye Wang, Xinbing Wang, and Arne A. Nilsson

Abstract— In this paper, we present a new energy-efficient
bandwidth allocation scheme for wireless networks. First of
all, we investigate the intrinsic relationship between the energy
consumption and transmission rates of mobile terminals, in which
transmission rate is determined through channel allocations.
Then, we propose two schemes for connection admission control:
Victim Selection Algorithm (VSA) and Beneficiary Selection
Algorithm (BSA) with the intent to reduce energy consumption of
each terminal. Moreover, we introduce an adjustment algorithm
to statistically meet the demands for quality of service (QoS)
during the resource allocation. The performance of the proposed
schemes is evaluated with respect to energy consumption rate of
each successfully transmitted bit, throughput and call blocking
probabilities. An extensive analysis and simulation study is
conducted for Poisson and self-similar, multi-class traffic.

Index Terms— Wireless networks, energy consumption, and
connection admission control.

I. INTRODUCTION

MOBILE devices are often deployed in wireless net-
works, whereas most of them operate on batteries

such as cellular phones, portable digital assistants (PDAs),
and laptops in situations with no available power supply.
Energy efficiency is of particular interest in the design of
wireless networks due to limited battery capacity. Along with
the increasing trend of using mobile devices as a means of
communication, the battery life of a mobile terminal becomes
one of the bottlenecks to supporting high-quality multimedia
services or huge data transmission, even affects roaming ca-
pability. The demand for universal wireless access, along with
the development of wireless applications including location-
aware services and mobile transactions, has motivated the
research in supporting quality of service (QoS) with energy
conservation in a variety of wireless networks.

The issue of supporting QoS in wireless networks has
been researched extensively in the past decade via connection
admission control (CAC). Many solutions have been proposed
to dynamically allocate bandwidth based on different criteria,
including system priority, capacity, mobility, and interfer-
ence [1], [2], [3], [4], [5], [6]. One solution uses a guard
channel scheme (GCS) by assigning a higher capacity limit
for handoff requests than new calls [1], [4], [7]. The difference
between two limits is called “guard channel”. The number of
guard channels can be either fixed [1], [4], or adaptive [7] to
satisfy the minimum requirements of call dropping/blocking
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probabilities. In order to meet the requirements of heteroge-
neous traffic with time-varying characteristics, priority-based
schemes were proposed in [2], which give a higher priority to
handoff requests than to new calls in order to reduce handoff
dropping probabilities. Moreover, prediction-based approaches
are presented to reserve bandwidth in a specified location
prior to the arrival of handoff requests based on mobility of
users [3], [5].

Meanwhile, many wireless systems are using code divi-
sion multiple access (CDMA) technology. Several admission
control schemes based on interference and power control are
proposed, where the acceptance of a new request depends on
signal-to-interference ratio (SIR) values [8], [9], [10], [11],
[12]. In [13], [14], integrated admission control uses game the-
ory and intelligent call admission controller uses fuzzy logic
theory to estimate the interference caused by new/handoff
calls and other QoS parameters to make decision, respectively.
Although energy conservation has been recognized as one of
the critical issues in wireless networks, it is hardly considered
in the CAC algorithms [8], [11]. At the physical layer, power
management of a transmitter is studied extensively using the
knowledge of channel fading and interference, thus dynami-
cally changing transmission power [9], [15], [16]. For instance,
joint source and channel coding with power control are
exploited [17] to prolong the battery life of mobile terminals.
It is also suggested that energy consumption can be reduced
by smartly turning off mobile devices during idle time [18].
It is noticeable that transmission energy consumption can be
minimized by adapting transmission rate to channel conditions
under the constraints of QoS such as delay and distortion [19].

In this paper, we aim to integrate bandwidth allocation
and energy conservation, while reducing call blocking and
handoff dropping probabilities for multi-class traffic. The
system model and QoS requirements are introduced in Sec-
tion II. We define a new parameter, energy consumption rate,
which describes how energy consumption is influenced by
transmission rates and CAC algorithms in Section III. Then,
we propose adaptive admission control schemes for multi-class
systems in Section IV, including victim selection algorithm
(VSA) and beneficiary selection algorithm (BSA). In order
to guarantee QoS requirements for multi-class services, we
propose a stochastic adjustment algorithm (SAA) for dynamic
resource allocation. The performance of multi-class services
in wireless networks is analyzed and evaluated by extensive
simulations of Poisson and self-similar traffic in Sections V
and VI, respectively. Finally, the paper is concluded in Sec-
tion VII.
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II. MULTI-CLASS SYSTEM MODEL

The multi-class system model, unlike a single-class model,
is very important in analyzing performance of a wireless
network because of the demand for various applications in mo-
bile environments [5], [20]. In particular, resource allocation
for multi-class users must consider the interaction between
classes, e.g., the dropping probability of one class of users
may impact that of another class of users. We consider a
system model with multiple classes of traffic, with a total
of C channels to serve K classes of services. Each class
of service can be characterized by four parameters: channel
requirements, arrival distribution, channel holding time, and
QoS requirements, such as handoff dropping probabilities.

The following parameters are defined in order to describe
our system model:

C system capacity;
K number of classes, k = 1, 2 . . . , K;
bL
k lower bound of channel requirements in class k;

bU
k upper bound of channel requirements in class k;

λk mean arrival rate of traffic in class k;
μk mean service rate of traffic in class k;
βk requirement of new connections’ blocking probabil-

ity of services in class k;
δk requirement of handoff dropping probability of ser-

vices in class k;−→
β a vector with predefined call blocking probability of

each class, which means that the system needs to
guarantee the blocking probability of class k being
less than βk, and−→

δ a vector with predefined handoff dropping probabil-
ity of each class, which means that the system needs
to guarantee the dropping probability of class k being
less than δk.

In the general description of wireless systems, the band-
width is denoted by the total frequency bandwidth used in
a cell. On the other hand, logical channels are used for
bandwidth allocation in TDMA/CDMA systems such as radio
network controller (RNC) in Universal Mobile Telecommu-
nications System (UMTS). To be consistent with the litera-
ture and specifications, we use the number of channels for
bandwidth in this context. Given different types of services,
the requirements of channels may be different. For example,
multimedia traffic may require from 4 to 7 channels, whereas
data services may require from 2 to 5 channels. If a service
requires a fixed number of channels, it becomes a special
case in our model because we can simply let bL

k = bU
k =

the number of channels. For simplicity of description, we
assume the call-arrival process is the Poisson process, and
the channel-holding time is exponentially distributed [5], [6]
in the analysis; therefore, we denote λk and μk as the mean
arrival rate and service rate for class k, respectively.

III. CONNECTION ADMISSION CONTROL (CAC) AND

ENERGY CONSUMPTION

In wireless networks, bandwidth allocation is critical to sup-
porting a variety of services with desired QoS expectation such
as transmission rate, delay, and loss. Connection admission
control (CAC) is a technique that admits new requests and

handles handoff connections intelligently in wireless systems
to avoid network congestion and reduce blocking/dropping
probabilities. The objective of CAC is to allocate bandwidth,
that is, to determine the transmission rate of a mobile device
while not degrading QoS parameters. Meanwhile, according
to communication theory, transmission rate is closely related
to the energy consumption per bit. In [21], the relationship
between transmission rate and energy consumption is ex-
plained as follows. Energy required to transmit a packet can
be significantly reduced by lowering transmission power and
transmitting the packet over a longer period of time; that is,
by reducing transmission rate, energy consumption can be
lowered.

The energy consumption is determined by the total trans-
mission time and corresponding transmission powers, which
are associated with channel conditions, coding and modulation
schemes. Let us denote W as the total bandwidth controlled
by a BS and N as the number of terminals in a cell. Let
vector

−→
P = [P1, P2, . . . , Pi, . . . , PN ] be the transmission

power of N terminals, where Pi is the transmission power for
terminal i. Similarly, we denote the transmission rate as vector−→
R = [R1, R2, . . . , Ri, . . . , RN ], where Ri is the transmission
rate of terminal i. The channel gain for each user is represented
by a vector

−→
H = [h1, h2, . . . , hi, . . . , hN ]. Then, the signal-

to-interference and noise ratio, SINR, of mobile user i can
be written as [22]

SINR =
hiPi∑

j �=i hjPj + η0W
. (1)

Let Eb denote the energy of transmission signal per informa-
tion bit η0 is the noise spectral density including thermal noise
and interference. For existing wireless systems, we consider
that bit error rate (BER), Pber , as [23]

Pber(Eb) = Q(
√

2Eb

N0
) =

2√
2π

∫ ∞
�

2Eb
N0

e−
x2
2 dx. (2)

Since the payload of a service request will be encapsulated
into frames during transmission, thus, we need to know frame
error rate (FER), which is determined by BER and coding
schemes. In this paper, we use Reed-Solomon (RS) code [17]
as an example because of its considerable use in wireless
systems. The RS coding scheme is represented by RS(n, k),
where k is the length of source symbols and n − k is the
length of protection symbols, which is able to correct up to
t = (n−k)/2 symbol errors. Thus, symbol error rate, Ps(Eb),
and frame error rate, Pfer(Eb), using RS(n, k) are given by

Ps(Eb) = 1− (1− Pber(Eb))
n and (3)

Pfer(Eb) =

n�
j=t+1

�
n

j

�
Ps(Eb)

j(1− Ps(Eb))
n−j . (4)

Then, the average number of transmissions, Ω(Pfer(Eb)), can
be obtained by

Ω(Pfer(Eb)) =
1

1 − Pfer(Eb)
. (5)

In addition, total transmission time of mobile terminal
i, T i

total, depends on the total amount of data, number of
retransmissions, and transmission rate. That is

T i
total =

φi · Ω(Pfer(Eb))
Ri

=
φi

Ri(1 − Pfer(Eb))
(6)
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Fig. 1. An Example of Energy Variation versus Bandwidth Change.

where φi is the total amount of data to be transmitted for
mobile terminal i. And the total energy consumption, Ei

total,
can be expressed as Ei

total = T i
total · Ri · Eb. Therefore, we

observe that the total energy consumption is dependent on data
volume in transmission, energy per bit, as well as transmission
errors. In particular, the transmission energy is proportional to
the first item for a fixed volume of information. The ratio of
total energy consumption over the data volume is the energy
consumption for each bit. Thus, we define energy consumption
rate (ECR), Γ(Eb), as

Definition: Energy consumption rate is energy consump-
tion of each successfully transmitted bit given by

Γ(Eb) =
Eb

1 − Pfer(Eb)
. (7)

To demonstrate the effect of transmission rate in general,
we rewrite (7) in terms of average transmission rate R̄ and
power P̄ as Γr(R̄) = P̄

R̄−R̄·Pfer( P̄
R̄

)
.

An example with numerical demonstration of energy con-
sumption rate, Γr(R), is shown in Fig. 1, in which RS(16, 8)
code is used. Other parameters include channel gain hi =
10−2 [23], P = 20 dBm, and No = 5 × 10−9 WHz [22].
The similar curves hold true for other experiments such as
RS(128, 112), and P = 20 dBm. This figure shows that
transmission rate and energy consumption are closely related
over erroneous channels. For instance, when transmission
rate is lower than a threshold “A”, about 120 Kbps, energy
consumption will not decrease any more, but will increase
dramatically as transmission rate decreases. Also, the variation
of energy consumption is not the same for the same change
in transmission rates. For instance, when we decrease the
bandwidth at “A”, “B”, and “C” by ΔRA, ΔRB , and ΔRC ,
respectively, the increases in energy consumption are different:
ΔΓA, ΔΓB , and ΔΓC . The increase in energy consumption of
terminal “A” is lowest and highest at terminal “C”. This means
that a decrease in bandwidth for “A” will result in very little
increase in energy consumption compared to the bandwidth
decrease for “C”. And we can gain more reduction in energy
consumption, (ΔΓC ), by increasing the bandwidth for terminal
“C” compared to the bandwidth increase for “A”. Based on this

observation, we propose a new admission control scheme and
illustrate that, in reality, energy consumption can be reduced
by bandwidth allocation.

Note that not only the number of channels may be changed
during admission control, but also the coding scheme for the
user needs to be changed. Therefore, the transmission rate is
not changed continuously, but discretely. In this context, for
the convenience of illustration, we use the slope to represent
the changing rate. In a realistic situation, we can consider the
value of ΔΓ for different mobile terminals, which depends
on the bandwidth of each logical channel. In fact, in the
simulation, we use discrete transmission rate to determine
the necessary energy consumption. In addition, the factors
affecting signal to interference and noise ratio are changing
over time, such as distance between mobile users and Node
B, multi-path fading and so on. In this context, we assume
that power control schemes and adaptive coding schemes are
used [10], [13], [15], thus average values can be used for the
purpose of analysis as in other similar works on admission
control.

IV. ENERGY-EFFICIENT BANDWIDTH ALLOCATION

ALGORITHMS WITH QOS ADJUSTMENT

An energy-efficient, connection admission control scheme
includes approaches to conserve energy, allocate bandwidth to
mobile users upon requests and release multi-class services.
In addition to minimizing the energy consumption of mo-
bile terminals, we propose a QoS adjustment algorithm that
takes requirements into account because, unlike single-class
services, the interactions among multi-class services make a
significant impact on QoS parameters.

For handling incoming requests, a Victim Selection Algo-
rithm (VSA) is designed to minimize energy consumption.
Upon the arrival of a new or a handoff request, if available
bandwidth cannot meet the requirement, the BS may choose
certain mobile terminals to acquire the potential bandwidth
by decreasing bandwidth of those mobile terminals. Since
the transmission rate of those terminals will be decreased,
we name the chosen mobile terminals “victims.” After a
connection is released, a certain bandwidth can be reas-
signed to the ongoing services to achieve a higher resource
utilization. We call the mobile terminals that acquire extra
bandwidth “beneficiaries” because their transmission rate will
be increased. Accordingly, a Beneficiary Selection Algorithm
(BSA) is proposed to achieve maximum energy conservation.
In addition, to guarantee QoS and keep balance among all of
the classes, we propose an algorithm to stochastically adjust
bandwidth allocation for satisfying QoS requirements in multi-
class systems.

A. Victim Selection Algorithm (VSA)

When a new or handoff request from a terminal, t, arrives
at the BS, if the available bandwidth, BWa, is greater than
the minimum bandwidth requirement, BWL[t], then the BS
accepts this request. Otherwise, the VSA is triggered to select
terminals whose derivative of energy consumption rate is the
minimum, thus reducing the number of channels of victims,
while minimizing the increase in energy consumption as
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1. While BWa < BWL[t] *** Victim Selection Algorithm (VSA) ***
2. do m← dΓr(R)

dR
of terminal, i = 1

3. j ← 1
4. for i← 2 to K

5. if for terminal i, dΓr(R)
dR

< m
6. AND BW [i]−ΔBW >= BWL[i]

7. then m← dΓr(R)
dR

of terminal i
8. j ← i
9. if j == 1 AND BW [1]−ΔBW < BWL[1]
10. if t is a new request; goto QoS Adjustment-Blocking
11. else t is a handoff request goto QoS Adjustment-Dropping
12. else BW [j]← BW [j]−ΔBW ; BWa ← BWa + ΔBW ;
13. ACCEPT t
14. While BWa > 0 *** Beneficial Selection Algorithm (BSA) ***
15. do m← dΓr(R)

dR
of terminal, i = 1

16. j ← 1
17. for i← 2 to K
18. if for terminal i, dΓr(R)

dR
> m

19. AND BW [i] + ΔBW <= BWU [i]

20. then m← dΓr(R)
dR

of terminal i
21. j ← i
22. if j == 1 AND BW [1] + ΔBW > BWU [1] break
23. BW [j]← BW [j] + ΔBW ; BWa ← BWa −ΔBW
24. return
25. ********** Stochastic Adjustment Algorithm (SAA) **********
26. NB[k] ← NB[k] + 1; NTB[k] ← NTB[k] + 1
27. if PB[k] ≤ βk return
28. else while i <= K
29. do if PB[i] <= PBU[i] break
30. if i > K return
31. else randomly block class i’s request
32. NB[i] ← NB[i] + 1; NTB[i] ← NTB[i] + 1

Fig. 2. A Pseudocode of Energy-Efficient Bandwidth Allocation Scheme.

shown in Fig. 2. If a terminal already operates at its lower
bound, BWL[i], the bandwidth of this terminal cannot be
reduced. As such, this mobile terminal cannot be treated as
a “victim.” On the contrary, if the bandwidth of this terminal
can be decreased, then it becomes a “victim.” The BS will
reduce the bandwidth, ΔBW , from a chosen victim, to a
lower level to increase available bandwidth. This procedure
will be repeated until the available bandwidth is greater
than the requested bandwidth for accepting terminal, t. If no
“victim” is available, VSA uses the QoS adjustment algorithm
in Section IV-C to select terminals whose dropping/blocking
probabilities are lower than their requirements.

B. Beneficiary Selection Algorithm (BSA)

Upon the bandwidth release of a completed connection,
we can reallocate bandwidth to ongoing services; that is, to
choose beneficiary terminals whose energy consumption can
be reduced most with the increase in the bandwidth. The
BS searches for a potential beneficiary from a total number
of ongoing services, K , with ongoing services to determine
a terminal, j, which can benefit most by receiving more
bandwidth, i.e., Γr(R) is the maximum. For example, we can
see in Fig. 1 that terminal “C” will be the beneficiary for BSA
because of the maximum decrease in energy consumption
resulting from the increase in transmission rate compared to
other two terminals, “A” and “B.” A pseudocode of BSA is
shown in Fig. 2.

C. Stochastic Adjustment Algorithm (SAA)

For multi-class service systems, bandwidth allocation needs
to be coupled with QoS requirements to achieve a balanced
QoS guarantee. Thus, we introduce a stochastic adjustment
algorithm (SAA) in which a BS partially blocks the other
classes’ traffic before they come into the system; we call this
operation “pre-block”, even if the BS has resource available.
The BS reduces the system traffic load by sacrificing certain
classes, thus creating a balance between the classes that
beyond the QoS requirement and the classes that are under
satisfied. In the implementation of SAA, the BS will pre-
block/reduce traffic according to a stochastic process such
as uniform distribution. For a blocked request of class k as
shown in the pseudocode of SAA in Fig. 2, the BS updates the
number of blocked requests of class k, NB[k], as well as the
total number of new requests, NTB[k]. Then, the BS examines
whether the blocking probability of class k, PB[k] exceeds its
QoS specification, βk. If the blocking probability is still under
the QoS requirement, the BS will not invoke any procedures.
Otherwise, the BS will search for a class, j, whose blocking
probability, PB[j], is beyond its QoS specification in order to
randomly block subsequent requests of class j. If a handoff
request is dropped, then a similar procedure of SAA will be
implemented, except the dropping probabilities are considered
as a measurement instead of blocking probabilities.
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D. Discussion

The proposed scheme for admission control has several
advantages. First, our approach reduces energy consumption
by CAC algorithms at the network layer, which is different
from many previous schemes at the medium access control
(MAC) layer. Second, the blocking probability and dropping
probability incurred in our scheme are less than or equal to
those of other schemes for multi-class systems. Moreover, our
solution takes QoS into consideration, maintaining a balance
among all the classes of traffic. The proposed scheme can be
directly applied to TDMA and FDMA systems, because those
systems have fixed number of channels in terms of different
time slots and frequency respectively.

For a CDMA system, the interference to one terminal is
related to the transmission power of other users. Thus, the
capacity is affected by the factors such as multi-path fading
channels and interference including intra-cell and inter-cell
interference. Here, we present an upper bound for the system
capacity. Consider the system described in Section III. We
have N mobile users and each user’s SINR requirement is
αi, i = 1, 2, ..., N . In terms of a CDMA system, equation (1)
becomes

lihiPi∑
j �=i hjPj + η0W

≥ αi, i = 1, ..., N. (8)

where li = W/Ri is the system processing gain. We can
rewrite (8) as

lihiPi ≥ αi(
∑
j �=i

hjPj + η0W ), i = 1, ..., N. (9)

Then, we have

lihiPi ≥ αi(
N∑

j=1

hjPj − hiPi) + αiη0W, i = 1, ..., N. (10)

Next,

(li + αi)hiPi − αi(
N∑

j=1

hjPj) ≥ αiη0W, i = 1, ..., N. (11)

In the specification of IS-95, αi is 6 or 7 dB, which is far
less than li = W/Ri. Therefore, we can simplify li +αi ≈ li.
Moreover, we assume that each user occupies only one channel
and the transmission rate for each user is the same (say, R).
Thus the system procession gain becomes l = W/R. By taking
the summation of Equation (11) from 1 to N , we can obtain

l
N∑

j=1

hjPj −
N∑

i=1

(αi

N∑
j=1

hjPj) ≥ η0W
N∑

i=1

αi, i = 1, ..., N. (12)

That is

(l −
N∑

i=1

αi)
N∑

j=1

hjPj ≥ η0W

N∑
i=1

αi, i = 1, ..., N. (13)

Therefore, the upper bound of the number of users, N that a
CDMA system can be achieved when condition

∑N
i=1 αi < l

holds. In fact, the change of system capacity may not affect the
application of the proposed scheme because the transmission
rate is mainly based on the number of channels because the

transmission rate increases linearly with the number of chan-
nels. Our proposed schemes are focused on the relationship
between transmission rate and number channels that can be
determined by underlying rate allocation and optimization
schemes [24], [25], [26], [27]. Either victims or beneficiaries
can use a certain transmission power as a result of power
control schemes or optimization schemes of rate control. It
is possible that the proposed CAC scheme can be combined
with power control algorithms, which is one of our future
work. Moreover, we note that for a CDMA system, different
number of channels can be achieved by allocating multiple
spreading codes to the mobile terminals [28].

V. PERFORMANCE ANALYSIS

In this context, we focus on two cases: Fixed Channel
Holding Time and Dynamic Channel Holding Time. The
former one is referred to as Case I, while the latter one is
referred to as Case II. In the first case, the channel holding
time is independent of the number of channels, which is
an assumption widely deployed in existing work [5], [6]. It
is appropriate to describe multimedia applications, such as
on-line video transmission. For example, if we watch a 20-
minute video clip online with more bandwidth, we will see
a bigger picture and higher resolution. Thus, the bandwidth
allocation affects video quality rather than transmission time.
For Case II, channel holding time is dependent on the number
of channels, which is often ignored by other works, but it
can be applied to data transmission. For instance, a 100-KB
file is to be downloaded to a laptop. With more bandwidth,
the transmission time will be shorter and vice versa. The
service rate is proportional to the number of channels. Our
analysis is conducted based on the Continuous Time Markov
Chain (CTMC). We first describe the Markovian state model,
followed by the analysis of Case I and Case II. Then, we study
the QoS impact of SAA, as well as the energy consumption
for Poisson and self-similar traffic.

A. Markovian State Description
In addition to the notations described in Section II, we

denote vector
−→
N = [n1, n2, . . . , nK ] to represent the number

of connections for each class, where nk is the number of con-
nections of class k in the system. Then, each state represents
a possible combination of [n1, n2, . . . , nK ] in the system, and
the state space is the set of all possible states, which is denoted
by S as:

S := {−→N ∈ IK :
K�

k=1

nk�
i=1

bi
k ≤ C} and bi

k ∈ [bL
k , bU

k ] (14)

where I is a set of non-negative integers and IK is a set of
K − dimensional non-negative vectors. In order to consider
the effect of SAA to QoS requirements, we let Sk be a subset
of the state space for which an arriving request of class k is
blocked, that is

Sk := {−→N ∈ IK : C − bL
k <

K�
i=1

(bL
i × ni) ≤ C}. (15)

In order to keep track of the number of connections of each
class, let

−→
E k be a K-dimensional vector of all “0” except for

a “1” of the kth element, e.g.,
−→
E 2 = [0, 1, 0, . . . , 0]. So, we
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have two possible results after the change in the number of
connections due to bandwidth allocation, represented by two
indicators:

I+
k (

−→
N ) =

{
1 if

−→
N +

−→
E k ∈ S

0 otherwise
(16)

and

I−k (
−→
N ) =

{
1 if

−→
N −−→

E k ∈ S
0 otherwise.

(17)

Let q(
−→
N1,

−→
N2) denote the probability transition rate from

state
−→
N1 to

−→
N2, and −→τ = [τ1, τ2, . . . , τK ] be the service rate

factor to describe the dependence of channel holding time
on the number of channels. If the channel holding time is
independent of the number of channels, then this factor is 1,
meaning the service rate will not be changed due to the number
of channels. Otherwise, the rate factor equals the number of
channels, which is applicable to Case II. Therefore, we have

q(
−→
N,
−→
N +

−→
E k) = λk(

−→
N,
−→
N +

−→
E k ∈ S) (18)

q(
−→
N,
−→
N −−→E k) = nkτkμk(

−→
N,
−→
N −−→E k ∈ S)

q(
−→
N −−→E k,

−→
N ) = λk(

−→
N −−→E k,

−→
N ∈ S)

q(
−→
N +

−→
E k,
−→
N ) = (nk + 1)τkμk(

−→
N +

−→
E k,
−→
N ∈ S)

where k = 1, 2, . . . , K .

B. Blocking Probabilities Without Stochastic QoS Adjustment

While we consider energy conservation in our CAC scheme,
we do not want to sacrifice QoS requirements. Thus, we focus
on discussing the blocking probabilities for Case I and Case
II both with and without QoS adjustment algorithm in this
section and the subsequent one.

1) Analysis for Case I : The number of channels serving
one connection may be changed due to the application of
VSA and BSA algorithms. However, in this case we assume
that the number of channels does not affect channel holding
time. In other words, for one session, the number of channels,
or transmission rate, is irrelevant to total transmission time.
Rather, its channel holding time is exponentially distributed
with mean 1/μk. Hence, the service rate for each connection
only depends on the number of terminals of the classed in the
system.

Therefore, the global Markovian equilibrium balance equa-
tion can be expressed by��K

k=1 λkI+
k (
−→
N ) +

�K
k=1 nkτkμkI−

k (
−→
N )
�

P (
−→
N )

=
�K

k=1 λkI−
k (
−→
N )P (

−→
N −−→E k)

+
�K

k=1 (nk + 1)τkμkI+
k P (
−→
N +

−→
E k), (19)

where P (
−→
N ) is the probability of each state

−→
N . The local

balance equation is represented as

λkI−
k P (
−→
N −−→E k) = nkτkμkI−

k P (
−→
N )

k = 1, . . . , K, ∀−→N ∈ S (20)

Therefore, we can obtain P (
−→
N ), with ρk = λk/μk as follows:

P (
−→
N ) =

1
G(S)

K∏
k=1

ρnk

k

τnk

k nk!
, (21)

where

G(S) =
∑
−→
N∈S

K∏
k=1

ρnk

k

τnk

k nk!
for

−→
N ∈ S. (22)

Then, the blocking probability of class k is equal to the sum
of probabilities of all states to be blocked, i.e., the states in
subset Sk given in (15). Hence, the blocking probability of
class k, Bk(−→τ ), can be written as

Bk(−→τ ) =
G(Sk)
G(S)

, and −→τ = [1, 1, . . . , 1] (23)

where Sk and S are given in (14) and (15), respectively.
Such product form of blocking probability given in (23)

holds under the assumption that the channel holding time
is irrelevant to the number of channels, which is explained
at the beginning of this section. The assumption that the
channel holding time is exponentially distributed with mean
1/μk can be expanded to any arbitrary distribution with mean
1/μk by so called “insensitivity” property [29]. For large
systems, however, there is a potential numerical problem in
computing blocking probabilities, which is the fact pointed out
in traffic engineering [30]. Since the blocking probabilities for
multi-class traffic has a product form solution, in some cases,
the computation of blocking probabilities is slow and shows
unstable numerical results. In order to avoid this problem, we
calculate blocking probabilities step by step in a recursive way
to achieve numerically stable computation.

2) Analysis for Case II: Here we consider that the service
rate is proportional to the number of channels found in many
wireless systems. We thereby denote the service rate of one
channel for class k is μk. Then, the overall service rate for
class k, μk(

−→
N ), is equal to the summation of the service rate

of all of the on-going connections in class k, which is

μk(
−→
N ) =

nk�
i=1

μkbi
k, ∀−→N ∈ S (24)

where bi
k ∈ [bL

k , bU
k ] and S as given in (14).

Since it is difficult to obtain the close form expression
of blocking probabilities for this case, we discuss the upper
bound and lower bound of the blocking probability. With the
assumption above, we have

μU
k (

−→
N ) ≤

nk∑
i=1

μkbU
k = nkbU

k μk, (25)

and

μL
k (
−→
N ) ≥

nk∑
i=1

μkbL
k = nkbL

k μk. (26)

Thus, we do not need to consider the random variable
bi
k in obtaining these bounds, but to use known parameters

bU
k and bL

k ; that is a semi-Markov process is simplified to a
CTMC. Note that the vector −→τ is not a constant for Case II
because the channel holding time is related to the number of
channels. For lower and upper bounds, we denote it as BL

K

and BU
K , which correspond to lower and higher bandwidth

requirements, respectively. Therefore, in a similar way as in
the previous subsection, we can obtain the upper and lower
bounds of blocking probability as

BL
k (−→τL) =

G(Sk)
G(S)

, and −→τL = [bL
1 , bL

2 , . . . , bL
K ]. (27)
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The upper bound, BU
k , can be obtained by the similar expres-

sion with the exception of substituting −→τU for −→τL in the above
equation.

C. Blocking Probabilities with Stochastic QoS Adjustment
When the blocking probability of class i cannot satisfy

the QoS requirement, i.e., the blocking probability of class i
is greater than βi, a stochastic adjustment algorithm (SAA)
shown in Fig. 2 is applied, in which some traffic will be
blocked on purpose to reduce the traffic load of the whole
system. Let vector

−→
M = [m1, · · · , mk, · · · , mK ] be the rate

of arrival requests blocked for each class, where mk ≥ 0 is
the blocked traffic for class k. We denote an arrival Poisson
process as {N(t), t ≥ 0} and the process after pre-blocking as
{Nb(t), t ≥ 0}. Therefore, we justify that {Nb(t), t ≥ 0} is a
Poisson process with the arrival rate λk−mk by first condition
on N(t) and then simplify the denotation. The actual traffic
rate for class k after pre-blocking is ρk = λk−mk

μk
. Then, the

blocking probability of class k given applying stochastic QoS
adjustment, Bk|Q, can be written

Bk|Q = Bk +
mk

λk
, (28)

where Bk is given in (23) with the new traffic load. Similarly,
we can obtain the upper and lower bounds of blocking prob-
ability for Case II by applying the SAA for QoS adjustment.
Next, we discuss how to determine

−→
M = [m1, m2, · · · , mk]

through a pricing model. Let us define the price of class k as
Πk, which is a function of blocking probability, Bk, given by

Πk(m1, m2, . . . , mK) = Fk(Bk|Q), k = 1, . . . , K, (29)

where Fk(·) is the price function for class k, which depends
on service requirements for each class. Accordingly, the ob-
jective function of stochastic QoS adjustment is to find vector−→
M such that

min {∑K
k=1 Πk(m1, m2, . . . , mK) }

s.t. constraint X for mk ≥ 0, k = 1, . . . , K (30)

Therefore, the solution of
−→
M can be obtained by using

fractional programming for a specific requirement of X , which
varies with the systems. For example, consider that there
are 2 service classes in the system: data service (k = 1)
and multimedia service (k = 2). The class of data service
is assigned a higher priority in terms of lower blocking
probability. Then, we may choose F1(B1|Q) = α×B1|Q and
F2(B2|Q) = B2|Q, where 0 < α < 1. The price function Π1

and Π2 can be written as

Π1(m1, m2) = αB1|Q, and Π2(m1, m2) = B2|Q. (31)

The objective function of stochastic QoS adjustment becomes
finding m1, m2 such that

min { α B1|Q + B2|Q }
s.t. B1|Q ≤ B2|Q for m1 ≥ 0, m2 ≥ 0. (32)

D. Energy Consumption
The average energy consumption, E, can be represented by

the product summation of the probability of each state, P (
−→
N ),

and the average energy consumption rate at the state E(
−→
N ),

that is

E =
�
−→
N∈S

P (
−→
N )× E(

−→
N ) (33)

where P (
−→
N ) in (21) can be obtained by substituting different−→τ for Case I and Case II as discussed in Section V-B. In

order to acquire E(
−→
N ), we define the energy consumption

rate (ECR) matrix as

ECR =

�
��	

a11 a12 . . . a1C

a21 a22 . . . a2C

...
...

. . .
...

aK1 aK2 . . . aKC



��� (34)

where each element, aij , is the energy consumption rate of
ith class with j channels, which can be obtained directly by
energy consumption rate Γr(R), defined in Section III. In
wireless systems, the BS determines the number of channels
and transmission rate for a connection request upon system
specifications [31]. Therefore, based on energy consumption
rate Γr(R) and the mapping of the number of channels and
transmission rate, aij can be obtained for j serving channels.

If
−→
N ∈ S, we choose j ∈ [bL

k , bU
k ], k = 1, . . . , K such

that

min
k=1,...,K

{
K�

k=1

nk�
i=1

akj } and E(
−→
N ) =

�K
k=1

�nk
i=1 akj�K

k=1 nk

. (35)

Then, by substituting E(
−→
N ) in (33), the total energy con-

sumption can be obtained. For simplification, we assume a
constant transmission rate for a certain number of channels,
whereas in reality, these rates may be varied from time to time.
The computation of the above solution would not be scalable
for a large number of classes. However, in real systems, there
are usually about 3 or 4 classes of traffic, and the number of
channels for each class is not very large [31]. Therefore, the
proposed solution is applicable to real systems.

VI. SIMULATION RESULTS

The results of the proposed bandwidth allocation scheme
are compared with other schemes such as Non-Prioritized
Scheme (NPS) [4] and Adaptive REsource Allocation Scheme
(AREAS) [32]. The basic idea of NPS is that the number
of channels is not changed during the transmission, which is
the most simplest scheme with the smallest overhead. Thus,
NPS become one of the candidate of wireless communications
systems; and AREAS can dynamic the number of channels
according to the traffic load with three distinct levels.

In addition to the two cases of traffic discussed in Section V,
we also study the effect of the proposed scheme on self-
similar traffic as the arrival process, which is modeled as long-
range dependent (LRD) traffic [33] due to the fact that traffic
pattern of multimedia services in wireless networks tends to
be LRD [34]. Therefore, we examine self-similar traffic as
well. To avoid repetition, we do not differentiate between
handoff requests and new requests because they are handled
in a similar way to that described in Section IV. We simulate
the system with a total of C =100 channels, which is about
the capacity of a macrocell system. In our experiments, we
consider two (K = 2) classes of service, but the effectiveness
of the proposed scheme will not be affected by three or four
classes. The other parameters used in our simulation are shown
in TABLE I.

The call arrival rate of Class A varies from 1 call/min to
40 calls/min and the call arrival rate of Class B remains the
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TABLE I

SIMULATION PARAMETERS.

Parameters Class-A Class-B

Arrival Rate: λ (calls/min) [1,40] 10
Data Volume: φ (KByte) {60,180} {60,180}

Transmission Rate (Kbps/channel) 8 8
No. of Channels for NPS 7 3

No. of Channels for AREAS {4,7,9} {2,3,5}
No. of Channels for New Scheme {4,9} {2,5}

No. of Sources: M 100 100
Traffic density: R [0.1-1.5] 1

Power-Law: A 500 500
Power-Law: γ 1.5 1.5
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Fig. 3. Case I: Call Blocking Probability.

same as 10 calls/min. The amount of data to be transmitted
is the same for both classes, uniformly distributed [60,180]
Kbytes for consistence. The transmission rate of each channel
is 8 Kbps for both Classes. The number of channels for NPS
is 7 for Class A and 3 for Class B. For AREAS, the number
of channel can be varied with 4, 7 or 9 for Class A and with 2
or 5 for Class B. For our scheme, the number of channels can
be used from 4 up to 9 for Class A and 2 up to 5 for Class B.
As to the self-similar traffic, the number of sources for each
class is 100. The traffic density parameter is from 0.1 to 1.5
for Class A and 1 for Class B. The power-law parameter A
and γ are 500 and 1.5 for both classes.

A. Case I: Fixed Channel Holding Time

The blocking probabilities for Class-A and Class-B with
the comparison to other schemes are shown in Fig. 3. We can
observe only four curves in the figure, although in fact, there
are results of eight scenarios as the increase of λA, because
the simulation and analytical results of the proposed scheme
(noted as ’New Scheme’ in the figure) match so closely that
they cannot be distinguished from one other. Moreover, the
blocking probabilities of the new scheme and AREAS for both
classes overlap, which results in only four separate curves
in Fig. 3. As would be expected, the blocking probabilities
of adaptive bandwidth allocation schemes are much lower
than those of the NPS, and they increase as the traffic load
increases. The blocking probability of Class-A is higher than

the corresponding blocking probability of Class-B, since the
lower bound of Class-B is smaller than that of Class-A. Thus,
the new scheme reduces energy consumption significantly,
while it yields the same blocking probability and throughput
as that of AREAS. This is because the new scheme can adapt
the channel allocation in accordance to the arrival traffic.

The throughput of two classes as a function of λA, the
arrival rate of Class-A, is plotted in Fig. 4. Even though
the blocking probability is increased, the throughput of three
schemes in Class-A is increased, whereas for Class-B, the
throughput is decreased because of the constant arrival rate
and increasing arrival rate of Class-A traffic. Fig. 5 displays
the average energy consumption as a function of λA. We can
see that the new scheme, which is an energy-based scheme,
consumes less energy compared to the other two schemes
with the same blocking probability. Since NPS does not
change bandwidth during transmission, the average energy
consumption remains unchanged. When the traffic load is
light, the energy consumption of AREAS is lower than that of
NPS; and during heavy traffic, AREAS is higher than NPS.
However, the proposed scheme always transmits at a lower
energy consumption rate; thus, the new scheme conserves
more energy, while not sacrificing call blocking probability
for multi-class traffic. By taking energy consumption into
consideration, the new scheme enables the systems to allocate
the channels to the arrival traffic, which can yield better energy
conservation at the expense of throughput.

B. Case II: Dynamic Channel Holding Time

In most of existing work, the channel holding time is
considered as independent of the number of channels, which
is our Case I. However, for many data and data applications,
more bandwidth means shorter transmission time, that is,
the channel holding time is dependent on the number of
channels. The call blocking probability of Class-A is compared
in Fig. 6 as the increase of λA. Unlike Fig. 3, the blocking
probability of the new scheme is lower than that of AREAS
for Case II, which means that the new scheme is better. In
our proposed scheme, new released channels are allocated to
ongoing services to speed up their transmission, thus reducing
call blocking probability. Although AREAS has the capability
of dynamical allocation, it has only 3 level, which limits its
performance.

Similar observations can also be found for Class-B, which
is omitted due to page limit. The upper and lower bounds of
blocking probability, along with the simulation results of the
proposed scheme are shown in Fig. 7 for Class-A traffic, and
similar results for Class-B are omitted due to the page limit.
We can observe that the blocking probabilities of both classes
fall in between the theoretical upper bound and lower bound.

The throughput as a function of λA are shown in Fig 8. For
Class-B, the new scheme yields a higher throughput compared
to the other two schemes, but decreasing with the increase in
arrival rate of Class-A because of the increase in blocking
probability and constant arrival rate. As a matter of fact, the
throughput of Class-A increases according to our results, even
though the figures are omitted. The energy consumption is
not shown here because it is similar to that for Case I. This
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Fig. 4. Throughput in Case I.

means that the energy consumption is quite robust to the
variation of the incoming traffic, although there is a significant
difference in the blocking probability. Therefore, for Case II,
the energy-efficient bandwidth allocation scheme yields better
performance in blocking probability, throughput and energy
consumption.

C. Stochastic QoS Adjustment

Here, we present the simulation results to show the ef-
fectiveness of “Stochastic” QoS adjustment for Case I only,
because the results for Case II are very similar. Fig. 9 displays
the result of stochastic QoS adjustment satisfying the pricing
model in SectionV-C. We consider a dynamic adjustment of
pre-blocking such as m2 is changed from 9 to 11 for high
traffic with λA = 5, and lambdaB is changed from 45 to
65. From our simulations results, we realize that blocking
probability is affected significantly with the change in arrival
rate of Class-B. Meanwhile, the blocking probability of Class-
A is further decreased. The blocking probability of two classes
become very close to each other, which means a better QoS
balance. The blocking probability after adjustment in Fig. 9 is
quite different. By sacrificing Class-B, the blocking probability
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Fig. 5. Case I: Average Energy Consumption.
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Fig. 6. Case II: Call Blocking Probability of Class-A.

of Class-A has a significant decrease. A close look at Fig. 9
reveals that the blocking probability of Class-B changes very
little with the increase of the traffic load, which means that our
adjustment is adaptive to the traffic. Therefore, the proposed
QoS adjustment algorithm SSA is very effective in achieving
a tradeoff QoS for multi-class systems since the system can
deploy different level of adjustment parameters for the best
overall system performance.

One potential problem is that that decreasing bandwidth
will possibly increase channel holding time. This might further
increase the blocking probability because more terminals are
in service. In fact, the results are more likely to be mixed.
As the bandwidth of each user is decreased, more bandwidth
will be available for admitting new requests. To this end,
the blocking probability will be reduced. Moreover, to avoid
high blocking probability, the stochastic algorithm is used to
”suppress” this potential problem. From our simulation results,
the blocking probability of ”low-bound’ case is lower.

D. Self-Similar Arrival Process

We examine the performance of the proposed scheme by
applying to self-similar traffic as well. Without losing gener-
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Fig. 7. Case II: Bounds of Blocking Probability of Class-A.

0 5 10 15 20 25 30 35 40
7.5

8

8.5

9

9.5

1010

Call Arrival Rate of Class−A (calls/min)

Th
ro

ug
hp

ut
 (c

al
ls

/m
in

)

Class−B :NPS
Class−B : AREAS
Class−B : New Scheme

Fig. 8. Case II : Throughput of Class-B.

ality, we deploy Power-on and Power-off mode to generate
self-similar traffic and the power-law distribution. Figs. 10
and 11 depict the blocking probability and throughput of
Class-A as the increase of traffic density parameter, R, of
Class-A from 0.5 to 1.9. Since the results are very similar
to those of Case I and Case II for Class-B, we do not show
them separately here. It is easily noticed that the new scheme
results in lower blocking probability and higher throughput.
However, for self-similar arrival traffic, we take a longer
time to obtain stable results than Poisson arrival traffic. The
average energy consumption for self-similar traffic is very
similar to that for Case I and Case II. Therefore, we can
conclude that the effectiveness of energy conservation is not
affected significantly by traffic patterns so that the proposed
scheme is applicable to various traffic. To avoid repetition,
we do not show the figure of energy consumption here again.
Thus, with the arrival process of self-similarity, the proposed
scheme generates better performance than AREAS and NPS
with regard to call blocking probability, energy consumption
and throughput due to the improved utilization of channels
via reallocating channels to active connections for expediting
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Fig. 9. QoS Adjustment with Pricing Constraint.

0.1 0.55 1 1.45 1.9
0

0.1

0.2

0.3

0.4

0.5

Traffic Density of Class−A

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

NPS
AREAS
New Scheme

Fig. 10. Self-Similar Traffic: Blocking Probability of Class-A.

transmissions.

VII. CONCLUSIONS

We proposed a new bandwidth allocation scheme in which
energy consumption is considered because battery life and
radio resource are critical in mobile communications. The
proposed scheme consists of three parts: Victim Selection
Algorithm (VSA), Beneficiary Selection Algorithm (BSA),
and Stochastic Adjustment Algorithm (SAA) with the aim to
reduce energy consumption without sacrificing QoS require-
ments. The performance of the new scheme is analyzed with
respect to call blocking probability, throughput, and energy
consumption. The effectiveness of the proposed scheme is
verified through extensive simulations for a variety of traffic
patterns in multi-class systems, showing better energy conser-
vation and system performance.
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